
A Study on Sentence Multi-emotions Analysis from
Different Perspectives

Yunong Wu

A Thesis submitted to the University of Tokushima in
partial fulfillment of the requirements for the degree of

Doctor of Philosophy

March, 2014

Department of Information Science and Intelligent Systems
Graduate School of Advanced Technology and Science

The University of Tokushima





Acknowledgment

First of all, I would like to express my deepest gratitude to my supervisor Kenji Kita,

who is a professor of the Department of Information Science and Intelligent Systems, the

University of Tokushima. Thanks to his constitute encouragement, kind-hearted help,

patient guidance, I not only obtain a lot of inspiration in my research, but also achieve a

satisfied result in my research.

Secondly, I would like show my heartfelt gratitude to assistant Kazuyuki Matsumoto,

who have given me a lot of advices and help and precious suggestions for my research, and

assistant Kazuyuki Matsumoto had help me to revise my thesis.

Thirdly, I also would like to express sincere gratefulness to the members of committee:

Professor Masami Shishibori and Fuji Ren, for spending their valuable time on reading

my thesis and their insightful comments.

Finally, many thanks to all of the members in Kita-lab for their help and support

all the times. Especially for Xin Kang, he gave me many valuable suggestions on my

experiments and the great encouragement when I met some troubles in the research.



Contents

1 Introduction 1

1.1 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Background 7

2.1 Emotion Polarity and Category . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Emotion in Different Literary Forms and Textual Levels . . . . . . . . . . . 9

2.3 Multi-emotions and Chief Emotion . . . . . . . . . . . . . . . . . . . . . . . 11

2.4 Emotion Analysis Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.4.1 Rule-based rationalist methods . . . . . . . . . . . . . . . . . . . . . 12

2.4.2 Statistic-based empirical methods . . . . . . . . . . . . . . . . . . . . 14

3 Related Works 19

3.1 Coarse-grained Emotion Classification . . . . . . . . . . . . . . . . . . . . . 19

3.2 Fine-grained Emotion Classification . . . . . . . . . . . . . . . . . . . . . . 23

4 Experiment Methods 27

4.1 Data Source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4.1.1 Emotional words . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.1.2 Emotional phrases . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.1.3 POS (part-of-speech) tags . . . . . . . . . . . . . . . . . . . . . . . . 30

4.1.4 Degree words . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.1.5 Negative words . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.1.6 Conjunctions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.2 Predicting Sentence Multi-emotion . . . . . . . . . . . . . . . . . . . . . . . 32

i



CONTENTS ii

4.2.1 Predicting sentence emotions from emotion-related topics . . . . . . 32

4.2.2 Predicting sentence emotions from emotional words . . . . . . . . . 35

4.2.3 Predicting sentence emotions from local bag-of-words . . . . . . . . 38

4.2.4 Joint prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

5 Experiments 41

5.1 Experiment1: sentence emotion prediction from emotion-related topics by

L-LDA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

5.1.1 Feature sets selection for L-LDA . . . . . . . . . . . . . . . . . . . . 42

5.2 Experiment2: sentence emotion prediction from emotional words by CRF . 44

5.2.1 Feature sets selection for CRF . . . . . . . . . . . . . . . . . . . . . 44

5.2.2 Feature sets for each CRF-based experiments . . . . . . . . . . . . . 46

5.2.3 Results of each CRF-based experiments . . . . . . . . . . . . . . . . 46

5.3 Experiment3: sentence emotion prediction from bag-of-words by LGR . . . 47

5.3.1 Feature sets selection for LGR . . . . . . . . . . . . . . . . . . . . . 47

5.4 Experiment4: sentence emotion prediction by integration . . . . . . . . . . 48

6 Evaluating the Single and Integrated Prediction 49

6.1 Evaluation methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

6.1.1 Hamming Loss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

6.1.2 Accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

6.1.3 Precision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

6.1.4 Recall . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

6.1.5 MicroFscore and MacroFscore . . . . . . . . . . . . . . . . . . . . . . 50

6.2 Result analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

7 Conclusion and Future Work 62

7.1 Summary of Sentence Multi-emotion Analysis . . . . . . . . . . . . . . . . . 62

7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64



List of Figures

1.1 Joint multi-emotion analysis system . . . . . . . . . . . . . . . . . . . . . . 5

2.1 Sentences emotions distribution . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2 Words emotions distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

4.1 Ren-CECps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.2 Multi-emotion analysis model . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.3 Graphical model of L-LDA . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.4 Multi-emotion topics and sentences . . . . . . . . . . . . . . . . . . . . . . . 34

4.5 Threshold selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

5.1 Modification relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.2 Average F1-score of feature sets selection experiment for CRF . . . . . . . . 47

6.1 Accuracy for single and integrated models . . . . . . . . . . . . . . . . . . . 52

6.2 Hamming Loss for single and integrated models . . . . . . . . . . . . . . . . 53

6.3 MacroF score for single and integrated models . . . . . . . . . . . . . . . . . 54

6.4 MicroF score for single and integrated models . . . . . . . . . . . . . . . . . 55

6.5 Macro precision for single and integrated models . . . . . . . . . . . . . . . 56

6.6 Micro precision for single and integrated models . . . . . . . . . . . . . . . . 57

6.7 Macro recall for single and integrated models . . . . . . . . . . . . . . . . . 58

6.8 Micro recall for single and integrated models . . . . . . . . . . . . . . . . . 59

6.9 F1 of each emotion category for single and integrated models . . . . . . . . 61

iii



List of Tables

2.1 The agreement on different textual level. . . . . . . . . . . . . . . . . . . . . 16

4.1 The counts of emotional words and emotional phrases in each category. . . 29

5.1 Example of L-LDA output architecture . . . . . . . . . . . . . . . . . . . . . 43

5.2 Feature sets assigned for each CRF-based emotional word annotation ex-

periments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

6.1 Result of single, Bi-integration and Tri-integration by the different evalua-

tion methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

6.2 The occurrence of emotions in each category in the three sets. . . . . . . . . 60

iv



Abstract

Emotion prediction has been a core task in affective computing, which aims at finding

the thorough human mental states by analyzing peoples activities. In this paper, we focus

on predicting emotions in the public online blogs from different people, by extracting as

many reasonable emotions for each blog sentence as possible. Concretely, we consider

three different perspectives for analyzing the multiple emotions in a sentence: 1. predict

sentence emotions by examining the emotion related topics in a global sense; 2. predict the

sentence emotions from the context-sensitive word emotions; 3. predict sentence emotions

by considering the emotional significance in the local bag-of-words. We build different

probabilistic models from each perspective, to separately generate the sentence emotion

probabilities. We then integrate these probabilistic models to jointly predict the emotion

probabilities. Because the component models are based on different emotional assump-

tions with distinct features, the integrated predictions should predict emotions from more

general perspectives and therefore yield the better results. In the experiment, we employ

different evaluation criteria to compare the multi-emotion predictions from the single and

the integrated modems. Compared to the results in the baseline model, our Bi-integrated

model achieves a 5.64% higher Micro F1 and a 6.47% higher Macro F1 scores, respec-

tively. Moreover, our Tri-integrated model acquires a 5.84% higher Micro F1 and a 6.26%

higher Macro F1 scores than the baseline results, which have proved our assumption, and

suggested interesting features in the different emotion perspectives.



Chapter 1

Introduction

There has been a growing number of studies in the field of affective information comput-

ing among the artificial intelligence community [41], as making machines to perceive the

humans mental states could greatly help finding the potential interested buyers for the

online markets or understanding the public opinions towards some public events. And

with the rise of social websites around the world, large amount of data has been available

for such functions to be realized.

In practice, however, because emotions are hidden mental states, they can only be

predicted by analyzing human activities like the facial expression, the tone of voice, and

the mental thoughts expressed by words. In this paper, we describe three probabilistic

models for analyzing human emotions from the written words in blog articles, under the

consideration of emotion prediction from different levels of language features: the global

topical feature, the context sensitive word-emotion feature, and the local bag-of-word

feature. We also leverage these probabilistic emotion-prediction results to jointly predict

the text emotions.

Some text emotion analysis assumes two or three classes (positive, negative, and neural

sometimes) [34] for a piece of text, such as a phrase or a sentence. However, the limitation

of such emotion-polarity classification is obvious, since the positive and negative polarities

are too simple to encode the true human feelings. Therefore, a lot of text emotion analysis

has focused on the fine-grained emotion analysis, in which the text emotions are categorized

in several categories, such as Ekmans six basic emotions [16][17]. These emotion categories

are considered to be abstracted enough to represent most common human emotions in

1
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the real world. Most current research considers the text emotion analysis as a multi-

class classification problem, by choosing one emotion label from the multiple emotion

categories. In most cases, such methods are suitable for emotion prediction in the simple

text pieces such as words and phrases. However, as we know, the complex emotions like

Love & Expect or Anger & Surprise also frequently arise in longer pieces of text such as

sentences and paragraphs. Moreover, some emotion words express multiple emotions, like

the word (pleasant surprise) which conveys Joy and Surprise at the same time. Therefore,

the sentences containing such words also express multiple emotions.

In fact, a recent study [23] indicates the complexity of the text emotions grows with the

length of the text. In this study, we focus on the sentence emotion analysis as sentences are

often considered to be the basic text pieces with self-contained semantic meaning, and we

think of it as a multi-label classification problem in which case every reasonable emotion

label in the sentences would be identified.

Human emotions have been considered as the private mental states. To understand

emotions in the texts, we have to predict from different perspectives. For example, when

talking about disasters such as earthquake, tsunami, or influenza, the emotions behind

are most likely to be Sorrow, Hate, and Surprise. We consider these emotions as the topic

emotions. Further, there are a great number of emotional words, which help directly ex-

pressing the sentence emotions. In sentence emotion analysis, such word emotions are also

an informative aspect. Moreover, in some cases we can understand the sentence emotions

even if there is no obvious emotional word. This suggests that except the emotional words,

the existence or combination of other words could also indicate emotions in a sentence.

Based on the above perspectives, in this study we intend to develop three levels of lan-

guage features to analyze the sentence emotions: the global topics, the context-sensitive

word emotions, and the local bag-of-words.

By following the previous discussion, it is reasonable to assume that in every long

text piece (e.g. a sentence) there exist some emotion-related topics hidden behind the

words. We define the emotion-related topics as the word clusters, each of which represents

a specific word distribution while at the same time associated with a particular emotional

label. By implicitly learning the word and topic distributions while explicitly learning

the correlation between topics and emotions from a training corpus, we expect to train a
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Labeled Latent Dirichlet Allocation (L-LDA) [44] model that help to predict the emotions

in sentences more exactly.

Besides the topic emotion, in a sentence, there might be emotion-informative words

which allow us to predict the writers emotions. In this study, we consider the emotions

of these words as context-sensitive, because many factors such as negative modifications,

contrast conjunctions, as well as the surrounding words could affect the emotion expression

of an emotional word. A context-sensitive model for the word emotion prediction can be

learned from the emotion corpus Ren-CECps [42] with the Conditional Random Fields

(CRF) algorithm [25]. We follow the previous experiment [56] to predict the sentence

emotions by accumulating the word emotions.

Besides the above emotion indicators, our observation of emotion recognition by human

beings suggests that the ordinary words could also express emotions. In this case, for each

particular emotion category and a set of words in a sentence, we consider a sigmoid function

to calculate the probability of the existence of kth emotion given the linear combination

of word observations in this sentence. This leads to the Logistic Regression (LGR) [31]

classification for each emotion category, with the output as the probability of containing

kth emotion in this sentence. And in order to predict the existence of multiple emotions,

we could simply combine the results from these classifiers.

Finally, because we use probabilistic models to predict sentence emotions as discussed

above, the probabilistic results from each model could interpret the existence of the sen-

tence emotions from a particular perspective. In this case, we can take advantage of these

probabilistic interpretations by the Bi-integration and Tri-integration of these results to

better understand the sentence emotions. We also carefully select a set of probability

thresholds for each emotion category based on a validation set for the integration models

as well as the single models, which ensures a reasonable balance between the precisions

and recalls of emotion prediction from all these models. Besides the probabilistic emotion

predictions, we take the Support Vector Machines (SVM) [49] classifier into the baseline

group. Six evaluation methods are employed to examine Multi-emotion annotation effects

of results given by the basic three probabilistic machine learning methods as well as the

Bi-integration and Tri-integration. The promising results prove that our Bi-integration

and Tri-integration prediction are much better than the single machine learning meth-



1.1. THESIS ORGANIZATION 4

ods based emotion annotation, which are also express that multi-emotion can be better

captured from the text through the different perspectives.

For our proposed methods being much better understood, the system of our methods

is demonstrated as Figure 1.1. In this study, we choose Ren-CECps as our data source,

which is a well manually annotated Chinese emotion corpus. We divide the sentence ex-

tracted from the Ren-CECps into three parts, which are training set, validation set and

test set represented by the red diamond box in the system chart. We get three different

models including LGR model, L-LDA model and CRF model by using the corresponding

machine learning methods respectively on the training set, and then utilize three mod-

els on the validation set to calculate the threshold values for confirming the existence

of multi-emotion in sentence. There is one more threshold value should be calculated for

CRF model, since we only can obtain the word emotions in the form of 9-dimensional emo-

tion vector {p(No−emotion), p(Joy), p(Love), p(Expectation), p(Surprise), p(Anxiety),

p(Sorrow), p(Anger), p(Hate)}, in which each element is a probability value that repre-

sents the possibility of the corresponding emotion existing in the sentence, given by CRF.

We use the word-specified threshold to filter No−emotion words out from the sentence for

building the sentence emotion vector through the factor product which is accumulated by

all the word emotion vectors without No− emotion entry. After that, We integrate three

sentence emotion vectors given by LGR, L-LDA and CRF respectively into a new emotion

vector by multiply the corresponding entry in the vector. For judging the existence of

sentence emotions, sentence-specified threshold is calculated from validation set to ensure

this duty. The detailed illustration is in the Chapter 4.

1.1 Thesis Organization

The rest of this paper is organized as follows:

Chapter 2 describes Background of related researches about affective information com-

puting. The general algorithms like machine learning methods are also introduced in this

chapter.

Chapter 3 introduces the related works on affective information computing in recent

years, which are emotion classification, emotion recognition, emotion extraction and so on



1.1. THESIS ORGANIZATION 5
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Figure 1.1: A joint sentence multi-emotion analysis system constructed by the different
perspectives.

in different textual levels including word level, sentence level, paragraph level and docu-

ment level. We make a comparison between these researches, and capture their advantages.

Final, we show merit of our methods.

In Chapter 4, we introduce the data source named Ren-CECps which is a well anno-

tated Chinese emotion corpus including 1487 documents, with 11,255 paragraphs, 35,096

sentences, and 878,164 words extracted from the Chinese portal website. According to

the different characteristics of those machine learning methods, we adopt different emo-

tion components as feature sets for training model respectively. Three machine learning

methods are utilized for multi-emotions analysis including emotion annotation, emotion

topics extraction and sentence emotion analysis.

In Chapter 5, we demonstrate experiment data source used in each experiment with

different machine learning method and the procedures of sentence multi-emotion analysis

in detail. We make important assumptions under which the emotions of documents can
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be reasonably computed through the emotional and statistical information of the words

contained in the documents. Sentence emotion vector, in which each element is probability

value indicating the possibility of corresponding emotion expressed in the sentence, are

able to be calculated by the combination of the result given by three different machine

learning method separately. For confirmation of existence for each emotion categories in

the sentence emotion vector, we select a group of thresholds for each emotion categories

which are computed from the training set. We make a comparison between the probability

value and corresponding threshold value, and make sure the existence of emotion when

the predicted probability value is bigger than the threshold value.

In Chapter 6, experiment results will be evaluated by a series of evaluation criteria

including Precision, Recall, F-score measure, Accuracy, Hamming Loss, Micro F-score and

Macro F-score. We analyse the result of sentence multi-emotion in detail.

Finally in Chapter 7, we conclude the merits and demerits of our find-grained sentence

multi-emotion analysis by different perspectives, and list some works to be studied in the

future, which could help to improve the system performance.



Chapter 2

Background

In this chapter, firstly, we introduce the definition of textual emotion and the form of

emotion expression through the text. Then the specific emotion categories are illustrated

in detail by different criterion. We give some examples to demonstrate emotions existing

in different textual levels including word, sentence, paragraph and document level. Con-

cretely, the common emotion components are also introduced in different textual levels.

Since at most of the time, multiple emotion appear in the texts simultaneously, we propose

that multi-emotions should be paid much more attention more than the single emotion,

which will better describe the emotion states from the textual information. The chief

emotion is also decided by the comparison of the corresponding emotion with probability

value from the multiple emotions in the text. Next, we introduce the background of emo-

tion analysis, including emotion classification and emotion prediction, which has become

a popular subject in natural language processing studies. Finally, we introduce the com-

mon emotion analysis methods containing two branches which are unsupervised machine

learning method and supervised machine learning method. The difference between them

and the merit as well as the demerit are given with some examples.

2.1 Emotion Polarity and Category

People like classify polarity into two categories including positive and negative (or three

categories sometimes with extra neutral). This would be great helpful in some fields in

which polarity classification is enough to judge attitude from the given medium informa-

7
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tion like movie reviews [40], product comments, opinion of the public events and so on.

For further understanding emotion states of writers, more fine-grained emotion classifica-

tion is under consideration,like six emotion categories Happy, Sad, Anger, Fear, Disgust,

and Surprise. proposed [18], or more emotion categories defined in [27] as Awesome,

Heartwarming, Surprising, Sad, Useful, Happy, Boring, and Anger, ten emotion categories

including Happiness, Pleasantness, Relief, Fear, Sadness, Disappointment, Unpleasant-

ness, Loneliness, Anxiety, and Anger in [51], and even more emotion categories (i.e., 132

different emotions) in [32][33].

Ren-CECps is a well manually annotated Chinese emotion corpus, containing 1,487

Chinese blog articles with totally 35,096 sentences extracted from the portal website,as

our data source to perform the experiment on emotion analysis. The eight basic emotion

categories consisting of Joy, Love, Expectation, Surprise, Anxiety, Sorrow, Anger and Hate

are assigned to the different length of textual pieces, such like word, sentence, paragraph

and document. All of them are annotated with single or multiple emotions. There are

three polarities classifications, which are positive, negative and neutral, are employed in

the corpus. Exception of word, sentence, paragraph and document are classified into one

of these classifications. We select Ren-CECps [43] as our experimental data source for

multi-emotion analysis. For demonstrating polarity and emotion category more exactly,

we give some example sentences as follows;

Polarity

Sentence 1: He felt warm standing in the sunshine(Polarity:positive).

In the sentence 1, there are two positive words, that are “warm” and “sunshine”. The

word “warm” is used to described some heart-warming scene or comfortable surrounding,

while word “sunshine” is also a positive word to be used frequently. Therefore, this

sentence is assigned with positive label by annotator in the corpus.

Sentence 2: Liu Mei seemed to be very depressed when she knew that she failed in the

exam(Polarity:negative).

In the sentence 2, both “failed” and “depressed” are negative words. The word “fail”

means somebody doing something is unsuccessful or something can not going to be well.

And the word “depress” shows negative mental state of person. So, this sentence is

assigned with negative label by annotator in the corpus.
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Sentence 3: Tomorrow is a national holiday(Polarity:neutral).

In the sentence 3, there is no word that can convey any emotions, so this sentence is

assigned with neutral label.

Emotion

Sentence 1: Lee felt relax(Joy) only when he was home.

In the sentence 1, there is only a emotional word “relax” conveying the emotion of Joy.

Thus, the sentence conveys one emotion of Joy in accordance with the word emotion.

Sentence 2: He can’t help laughing(Love|Joy) when he saw the notification of the

acceptance(Joy).

In the sentence above, the word “laughing” is annotated with emotions of Love and

Joy, while word “acceptance”is annotated with one emotion of Joy. In general, sentence

emotions coincide with word emotions, because words are the basic components of the

sentence. So, in this case, the sentence can express two emotions of Love and Joy.

2.2 Emotion in Different Literary Forms and Textual Levels

Recent works on emotion analysis are carried out on different literary forms like movie

review, product comment and news [51] [5]. It is reasonable why researchers choose movie

review as experimental data object. There are large scale on-line such movie reviews

collection that can be easily extracted. Moreover, these reviews are experimentally con-

venient because they can be used directly without manual label. The viewers summarize

their overall sentiment with a rating indicator, hence, they are well used for experiment on

polarity classification. [40] selected reviews concerned with stars or some numerical value

from Internet Movie Database (IMDb) archive of the rec.arts.movies.reviews newsgroup,

and concentrated on discriminating between positive and negative.

The domain of product comment is also one of the best object chosen for emotion

analysis, since they are convenient access and exist in a variety of forms on the web:

customers on Amazon give the feedback to show their satisfactory with commodity or

complaint about delivery, which are constituted of words rich in emotions [19] [21]; and

collected professional comment on web that specialize in a certain kind of product(like

dazhong dianping wang at url:www.dianping.com/) [15]; and some users also write some
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comments on products in their social blogs (like facebook) [32] or mic-blogs (like twitter)

[37] in which real voice and thought are written. [15] implemented some experiments on

semantic classification of the product comments.

Accompanied with development of human interaction in web social net, social comput-

ing [35] come to a hot issue. Research on the news of social net is a good way to explore

human behavior through their expressions like written news. Because the written news

is the most visible and prominent clues, human express their emotions directly or indi-

rectly through their interaction news. [5] collected 1000 news sentence from the social net

to perform different experiment to compare the multiple emotion classification between

machine learning and human.

There are four different length of textual level including word, sentence, paragraph and

document. No matter which literary form of texts are utilized for emotion analysis, there

are at least one textual level among four different length should be under consideration. For

word level, experiment on single emotion recognition are often performed, while experiment

about multiple emotions recognition is difficult to execute. Because, it’s not easy for human

to understand multiple emotions without context, much less to recognize the emotion

automatically by machine.

However, multiple emotion are relatively simple to be analysed in the other three tex-

tual levels. In most of the case, words are viewed as the basic component of sentence,

paragraph and document. When there are several emotional words existing is the sen-

tence or other different length of textual level, sentence expresses multiple emotions in

accordance with word emotions. Nevertheless, multiple emotions of long piece of text

are not completely same to joint the all emotions of words, particularly emotional words

express emotions in opposite polarity.

Consequently, we propose the integrated prediction from three different perspectives,

in which three different machine learning methods are performed to build sentence emotion

vectors separately, finally we create a new sentence emotion vector by the combination of

three emotion vectors. In this study, we explore sentence emotions from bag-of-words by

Logistic Regression, from context based emotional words by Conditional Random Field,

from emotion-related topics by Labeled Latent Dirichlet Allocation.



2.3. MULTI-EMOTIONS AND CHIEF EMOTION 11

2.3 Multi-emotions and Chief Emotion

In recent years, most of the works on emotion analysis are concentrated on either single

emotion or multiple emotions [4]. Especially when we use the probabilistic models to solve

such issues that we try to find the weight for every emotion category. Every emotion is

assigned with a probability value which is a possibility that emotion arise in the sentence.

We are able to estimate the contribution that each emotion makes. When we just focus

on chief sentence emotion, we regard the emotion with the highest probability value as the

chief emotion of sentence. For the multi-emotion of sentence, we can not simply decide the

number of emotions which sentence may convey. If the multi-emotions arising in sentence

are directly chosen by comparing the corresponding probability value of each emotion,

it would cause the emotion missing in such situation when the emotion words convey

emotion in different polarity with sentence, these emotion words would be assigned with

the relative low probability value.

Therefore, we propose figure out nine threshold values for no-emotion words and eight

emotion categories including Joy, Love, Expectation, Surprise, Anxiety, Sorrow, Anger,

and Hate. Multi-emotions of sentence are decided after the comparison between the cal-

culated probability value of each emotion and the corresponding threshold value. When

the emotion gets a higher calculated probability value than the corresponding threshold,

we think this emotion can be conveyed in the sentence. In this study, we concentrate on

the chief emotion and multi-emotion analysis in the sentence.

Under the subject of word emotion classification, most researchers are concentrating

on the different methods of exploring a variety of emotion lexicons. Such studies include

[20], in which machine learning techniques are also utilized. However, at most of the

time, emotion lexicons could not meet the demand from the real-world texts, since the

emotion lexicons are static while in the real-world the word emotions could always change

in different contexts. Therefore, such studies based on emotion lexicon often suffer from

insufficient or misleading emotion features.

On the other hand, we notice that most previous researches on sentence emotion analy-

sis have employed the approaches such as keyword matching, affective lexicon, a knowledge

base method and so on. However, these keyword-matching based methods are generally
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too simple to count the emotion information contained in the sentence, especially when

the emotions of matched words differ from the whole emotion type of the sentence. In

other words, the sentence emotion analysis, which depends on single the knowledge base,

would not be suitable for the complex emotion situations in the real world. Therefore,

we explore an automatic sentence emotion analysis system, which takes the dynamically

annotated emotional keywords as features and explores the statistics parameters extracted

from large sets of corpus to help correctly accumulate the sentence emotion values from

emotions of words.

2.4 Emotion Analysis Method

Under the subject of emotion analysis, generally, rule-based rationalist methods and

statistic-based empirical methods are implemented to address such problem. Both of

them are used to construct the language models with high frequency for emotion analysis.

At the beginning period of affective information computing, rule-based rationalist meth-

ods are implemented as fundamental methods for emotion analysis, since it’s relatively

easy to summarize the simple rules. With the development of machine learning methods,

the statistic-based empirical methods achieve the dominance gradually because of their

merits that the language models are able to adjust parameters at anytime with respect to

the practical training data.

2.4.1 Rule-based rationalist methods

There are some merits of rule-based rationalist methods, so as to many researchers em-

ployed them at their previous works. We conclude three advantages as follows,

Mer1t 1 The rule-based methods is well known as exact description for linguistic rule.

These rules are practical for ability of relations description and generation.

Mer2t 2 The rule-based rationalist methods are easy to understand, clear expression and

description. Many linguistic phenomenon can be expressed directly by the con-

stitution and components of language model.
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Mer3t 3 Moreover, the rule-base rationalist methods are undirected in essence. The lan-

guage models, which are explored by rule-based rationalist methods, can be used

for analysis and generation.

Thus, the language models are bi-direction in many case. Because of these merits,

the rule-based rationalist methods are extensive used in the field of language knowledge,

especially highly implemented in syntax and semantic branches.

However, there are also several demerits that we should pay our attention.

Demer1t 1 These language models have bad robustness, and crash easily. When we use

experimental data which are in the different language rules, some errors appear

and cause a lot of bad influence on language model, so as to make the language

model out of work.

Demer2t 2 In addition, before rule summarization, we need to hire some linguistic experts

to work together and conduct the knowledge-intensive research that is work

intensity.

Demer3t 3 Another point, which affect development of language model, is that the ra-

tionalist language models are not able to be developed automatically by the

machine learning. For this reason, the language models are not capable of

automatic generalization by using computer. The system explored based on

rationalist methods of natural language processing have many constraint to be

updated, a little change would cause the ripple effect, and it’s difficult to get

rid of the bad influence.

Therefore, the rule-based rationalist methods make a worse effect than statistic-based

methods in many practical computing. On account of the language models, explored

by statistic-based empirical methods, are able to be optimized at anytime in accordance

with practical training situation, however, those rationalist methods couldn’t get any

adjustment due to their essence even they should be in many practical cases.
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2.4.2 Statistic-based empirical methods

Compared with the rule-based rationalist methods, the statistic-based empirical methods

are more expert in address the natural language processing, the reasons are illustrated as

follows,

Mer1t 1 we can build the effective statistic language models from training data semi-

automatically or automatically.

Mer2t 2 The performance of statistic-based empirical methods depend on the scale of

training data in a large extent. The more training data we have, the better

performance the system enhance. Thus, the statistic language models are simply

improved by expanding the scale of training data (corpus).

Mer3t 3 We can integrate the statistic-based empirical methods with the rule-based ratio-

nalist methods to solve the constraint problem in dealing with language models

for the purpose of optimizing the language processing system continuously.

Mer4t 4 The statistic-based methods are also probable to be implemented in certain situa-

tion such as s slight distinction and fuzzy conception like words little, muchmore,

which are only handled by fuzzy logic in traditional linguistics.

Despite of so many merits the statistic-based empirical methods have, we can’t ignore

limitations.

Demer1t 1 When we implement some experiments by using language models explored

from statistic-based empirical methods. The running time is proportional to

the number of classification in language models. No matter in training data or

testing data, with the increase in number of classification categories, system

efficiency significantly decreases.

Demer2t 2 Moreover, under the technology of corpus construction, gathering domain-

specific data for construct the language models based on statistic methods is

time consuming and laborious, even hardly avoid the mistakes.

Demer3t 3 The efficiency of language models are significant positive correlation to scale,

representativeness, correctness, processing depth of corpus. That is to say,
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quality of training data in corpus makes a large influence on effect of language

models explored by statistic-based empirical methods. But if only concentrate

on the scale of corpus, it would lead to another problem which is data sparsity,

for which we can employ the smoothing to handle.

In this study, we implement sentence multi-emotion analysis by using three machine

learning methods including Labeled Latent Dirichlet Allocation, Conditional Random

Field, and Logistic Regression, which are statistic-based empirical methods. Despite that

these machine learning methods have so many merits compared to rule-based rationalist

methods, we have to face the disadvantages. In order to overcome these disadvantages,

we propose some problem-focus solutions.

The scale of data source

To deal with this problem, we extract 31,058 sentences from Chinese emotion corpus(Ren-

CECps) to implement experiments. In the recent related works, many researchers only

used 1,000 or 2,000 sentence to verify their thought since collecting domain-specific data

is really a time-consuming and laborious task. These researchers could conduct their

experiment successfully, therefore, we have confidence that our methods would achieve the

satisfied results because we have a great number of experimental data source compared to

other related works.

The quality of data source

Because in this study, we implement experiment by machine learning methods which are

statistic-based empirical methods, we must carefully select sentences as our data source.

As our data source is extracted from Ren-CECps, and it is a manually annotated Chinese

emotion corpus, we think this corpus must be a good choice.

According to the corpus introduction, at the first annotation period, three annotator

are asked to annotate the documents separately, and calculate their annotation agreement

in three level including document level, paragraph level and sentence level, the detailed

value as shown in table 2.1. Seeing the agreement value in the table, three agreements

are approximately equal to each other and the average agreement achieve 0.764, which is
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Agreement

document level 0.831
paragraph level 0.705
sentence level 0.756

Average 0.764

Table 2.1: The agreement on different textual level.

regarded as relatively high in the corpus evaluation criterion. At the second annotation,

the other five annotators are asked to check the errors and re-annotate the documents

which they thought should be fixed.

Thus, we consider the corpus is in good quality. Our experimental data are extracted

from this corpus, we are sure that our experiments will get the outstanding results.

The processing depth of data source

The third difficult point we care is the processing depth of data source, since this is also

key point concerned with effect of language models. The Chinese emotion corpus (Ren-

CECps) is manually annotated in multiple layers including document layer, paragraph

layer, sentence layer and word layer.

For document layer, multiple emotion tags of nine emotion tags (eight emotion cat-

egories and No-emotion tag) are assigned to documents. The corresponding emotion

intensity which is a float value with two decimal places ranging from 0.0 to 1.0. The key

words are given which can summarize the documents.

For paragraph layer, annotators have the same annotation scheme as document layer,

and summarize the document with some key words.

For sentence layer, emotion annotation scheme is same as the document layer. In the

most of cases, the sentence have multiple emotion tags, single emotion occasionally, seeing

in Figure 2.1. The annotator assign additional polarity tags (positive tag, negative tag and

neutral tag) to the sentence. If the sentences are judged as neutral sentences, there are

no emotion annotation steps for them. Modification relations annotation are also under

consideration. The rhetorical devices and scopes are tagged manually. There are three

modification relations are focused, that are Conjunction modification, Degree modification

and Negative modification.

For word layer, nine emotion tags are assigned to words with corresponding emotion
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Figure 2.1: The emotion distribution of sentences.

intensities. Several words express multiple emotions less than three. The emotion distri-

butions of words is shown as Figure 2.2.

Words as emotion components take the important role in the experiment on emotion

analysis. We can capture more or less emotion information directly from them, since

they are also the basic components of whole text. In this study, we view words as the

components, as they are the parts of sentence. At most of the time, words convey the

same polarity as sentence, even same emotions as sentence. In addition, word-related

components also can be used as feature to solve the issue on affective information com-

puting. So, in the experiments, we propose three kinds of feature which word feature,

part-of-speech feature, and modification feature. For consideration above, we implement

Conditional Random Field to recognize the word emotions in sentence, and predict the

sentence multi-emotions by the factor product of word emotions of words within sentence.

Using words as basic components, but we try to directly predict sentence multi-emotion

in a another perspective. We concentrate the contribution made by words within sentence,

thus only local bag-of-words are employed for sentence multi-emotion prediction.

In the recent works, researchers conducted some experiments based on topics [45],

and proved that topics in document (sentence) concerned with text analysis [45]. For
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Figure 2.2: The emotion distribution of words.

consideration of sentence emotion expression surrounding emotion topics basic on the

linguistics, we plan to explore the emotion-related topics in the sentence at first, and then

predict sentence multi-emotion by using these emotion-related topics. Latent Dirichlet

Allocation (LDA) is a well known topic extraction implementation, which is a unsupervised

machine learning methods. It counts the appearance of words, and calculate the relations

between words and topics in the form of corresponding probabilities. Because we propose

to predict sentence multi-emotion in this study, and know that there are not so many

words in sentence that would lead to the bad influence on results of topic extraction.

Therefore, we make a decision to use another topic language model name Labeled La-

tent Dirichlet Allocation. Labeled Latent Dirichlet Allocation (L-LDA) is the development

based on LDA, which is supervised machine learning method. In L-LDA, the label and

topic are fixed together one to one, if we take emotion tags as label in L-LDA, we sure

that we can get emotion-related topics. Finally, using emotion-related topics to predict

sentence multi-emotion is our third perspective in this study.



Chapter 3

Related Works

In the fields of affective information computing [46], emotion classification and emotion

prediction are drawing more and more attention. No matter emotion classification or

emotion prediction, coarse and fine-grained classification are taken into account. Recent

researches focused on emotion analysis mainly in two branches including coarse classifica-

tion [8] [6] [29] [14] and fine-grained classification [3]. The former worked on two or three

classifications (positive, negative and neutral sometimes) based on different literary forms

like blogs [30] [57] [23], movie [40] or comment reviews [48] [36], twitters [50][1], opinion

mining [28] and so on. The later was concentrated on subtler emotion categories which was

much closer to the writer inter emotion states. However, almost those related works were

executed on single emotion analysis which can’t convey the real emotion completely since

writers expressed multiple emotions at most of the time. Kang et al. [24] implemented

a Hierarchical Bayesian Network to analyze the complex emotions and topic. Das et al.

[13] recognized multi-emotion from merge of words emotion and word distribution. In this

study, we propose to analyze the multi-emotion in three different perspectives, which can

better interpret multi-emotion than their works. The promising result proves that our

integrated prediction gets closer to the writers real emotion states.

3.1 Coarse-grained Emotion Classification

One of the early study of coarse-grained emotion classification was made by Melville et

al. [30], by combining lexical knowledge with text classification algorithms. We would like

19
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to discuss Melville’s study because its probability pooling method for emotion prediction

is most related to our work. In Melville’s study, only the emotion polarity i.e. positive

emotion and negative emotion were considered with respect to the blog articles. The

emotion polarity was considered as following the multinomial distribution

P (e|S) =
P (e)

∏
i P (wi|e)

P (S)
, (3.1)

where e represented the emotion polarity and S was the piece of text containing words

wi. Since the probability of text piece P (S) was constant with respect to emotion polarity

P (e|S), the emotion polarity was chosen by maxizing the product of prior probability P (e)

and the likelihood P (wi|e) as

e = argmaxeP (e)
∏
i

P (wi|e). (3.2)

In Eq. 3.2, the emotion polarity was inferred by combining the information from two

sources (or experts) through pooling distributions. The first expert was learned from the

labeled training data, which contained the labeled sentiment examples based on the Lotus

blogs of 34 and 111 examples of the positive and negative posts as well as the political

candidate blogs of 49 positive posts and 58 negative posts. The second expert was based

on a generative model which generated the emotion explanatory words based on a lexicon

from the emotion polarities in the text pieces.

More concretely, from the labeled training data, the frequencies of words and emotion

polarities were observed to calculate the conditional probability P (wi|e) as well as the

prior emotion polarity probability P (e). The construction of the generative model was

more subtle. In the generative model, the conditional probability of each word wi given

the emotion polarity e i.e. P (wi|e) was considered following the multinomial distribution,

by making four major assumptions. Given a vocabulary consisting of p positive words, n

negative words, and u polarity-unknown words, the conditional probability p(wi|e) can be
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specified with the followings

P (w+|+) = P (w−|−) =
1

p+ n
,

P (w+|−) = P (w−|+) =
1

p+ n
× 1

r
,

P (wu|+) =
n(1− 1/r)

(p+ n)u
,

P (wu|−) =
p(1− 1/r)

(p+ n)u
,

(3.3)

where + and − indicated the sign of emotion polarity for both words and the text pieces,

and r was referred as the polarity level which controls the probability ratio of words

and text pieces associated with the same polarity to those associated with the opposite

polarities:

r =
P (w+|+)

P (w−|+)
=

P (w−|−)

P (w+|−)
. (3.4)

To derive the above probabilities in Eq. 3.3, the author made four assumptions in

the generative model as follows. First, given the polarity e of the text pieces, there is no

difference in observing different words with the same polarity. This assumption simplifies

the multinomial distribution P (wi|e) by decreasing the category number from p + n + u

in the vocabulary to only three i.e. “+”, “-”, and “u”. Second, the probabilities with

respect to “+” and “-” should be symmetric, i.e. P (w+|+) = P (w−|−) and P (w−|+) =

P (w+|−), which further simplifies the probability calculation. Third, the conditional

probabilities for words associate with the same emotion polarity as text pieces should be

greater than those with the opposite polarities, which is controlled by the probability ratio

r as 0 < 1/r ≤ 1. Finally, the conditional probability P (wi|e) should be normalized to 1

as
∑p+n+u

i P (wi|e) = 1.

With the first expert learned from the labeled blog data, the prior emotion polarity

probability P (e) and conditional probability P (wi|e) with respect to each word in the

vocabulary could be learned. With the second expert based on a generative model, the

conditional probability P (wi|e) with respect to the words in the emotion polarity lexicon

could be derived based on four major assumptions. To combine the information from two

experts, the author employed the pooling methods, especially for the conditional probabil-

ity P (wi|e). Specifically, the linear opinion pool aggregates the conditional probabilities
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through a linear combination

P (wi|e) = α1P1(wi|e) + α2P2(wi|e), (3.5)

where subscripts i.e. 1, 2 indicate the expert index, and α1 and α2 are the weighting pa-

rameters to ensure the probability sums to one, and the logarithm opinion pool aggregates

the logarithm of the conditional probabilities

logP (wi|e) = logZ + α1 logP1(wi|e) + α2 logP2(wi|e), (3.6)

where α1 and α2 are the weighting parameters and Z is the normalization factor.

The author reported emotion polarity prediction accuracies on the blog articles with

respect to Lotus, Movies, and Politics, respectively with 10-fold cross-validation, and found

the linear opinion pooling rendered the best average accuracies for all blog domains. The

author also suggested that the emotion lexicon could be very useful for emotion polarity

prediction, as the prior knowledge. By combining the probabilities from the emotion

lexicon as the background knowledge and the probabilities from the labeled examples

with a supervised classification algorithm, the author could substantially improve the

prediction of emotion polarities for blog articles for different domains.

However, there are some key issues needed further explored in Melville’s work. First,

the conditional probability P2(wi|e) was constructed from on a lexicon, with very strong

assumptions on the distribution of the emotional words and the pseudo text pieces that

contained these words. These assumptions could ignore the important factors, such as

the difference in different words in expressing the emotion polarities (against the first

assumption), the unbalanced probabilities for different emotion polarities (against the

second assumption), the variability of emotional words in the text pieces (against the

third assumption), and most importantly the context dependencies in the word emotion

distribution, which is not considered in this work. Moreover, the positive and negative

classification of text emotions could provide information for analyzing the online business

or the public opinions towards politics, but these information was not subtle enough

to further analyze the mental states of the online customers or the public’s emotional



3.2. FINE-GRAINED EMOTION CLASSIFICATION 23

information.

3.2 Fine-grained Emotion Classification

Unlike the coarse-grained emotion classification, which predicts the emotion polarities of

positive and negative in text pieces, the fine-grained emotion classification focus on very

specific emotion categories, like Joy, Love, Expectation, Surprise, Anxiety, Sorrow, Anger,

and Hate [42] for the text pieces.

The recent studies of the fine-grained emotion classification can be further specified

according to their assumptions of the text emotions into two directions: the multi class

single label emotion classification, represented by Das et al. [11][12][13], and the multi

class multi label emotion classification, represented by Kang et al. [22][24][47]. Both

directions are closely related to our emotion classification work.

In the work of Das et al. [11], specific emotion categories including Happiness, Sad-

ness, Anger, Fear, Surprise, and Disgust based on the Ekman’s basic emotions [16] were

employed as the emotion classes for both words and sentences. The author assumed each

text piece (for both the words and the sentences) with only one emotion label from the

above six emotion categories. Thus, the emotion classification problem could be converted

to a multi class text classification problem.

The word emotions were firstly learned through a CRF (Conditional Random Field)

model, based on a blog corpus of 1300 labeled sentences. Emotion labels with the cor-

responding probability “senses” are generated by the CRF model, based on 10 active

features including the part-of-speech tags in words, the first observed sentence for each

topic, the existence of words in the Senti-WordNet, the reduplication for Bengali words,

the identification of the question words, the identification of foreign words, some special

punctuation symbols, the identification of quoted sentences, the negative words, and the

emoticons. These features in the CRF model provides information in emotion prediction

for both the current words and the context words. The sentence emotion label was then

predicted by accumulating the “senses” of word emotions predicted by the CRF model,

with either the Senti-WordNet based weighting or the corpus statistics based weighting.

The author reported the promising accuracies of the word emotion and sentence emotion
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classifications, but the experiment setting was not quite clear.

In the recent work of Das et al. [12][13], the author also employed multiple emotion

classifiers including CRF (Conditional Random Field), SVM (Support Vector Machines)

[7], and FC (Fuzzy Classifier) to vote to identify the emotions in the text pieces. By

performing the information gain based pruning (IGBP) on the development set, Das et

al. could extract features that are important for the emotion prediction, emotion topic

analysis, and emotion holder analysis. Experiment results suggested that combining the

results from different emotion classifiers could also improve the multi class single label

emotion classification [4].

The other direction of the fine-grained emotion classification, carried out by Kang

et al. [22][24][47] was focused on the recognition of multiple emotion labels from the

text pieces. Emotions were considered as the underlying explanatory factor for the word

distributions in a blog corpus, and could explain the generation of words in a document

together with the latent topic factors. The author proposed Bayesian models to analyze

emotion distributions with respect to words and documents, by exploring as many emotion

labels as possible.

In the emotion and topic analysis for words [22][24], Kang et al. constructed the

generative model, by allowing the emotions and topics as the factors which could decide

the generation of words in a document. The generation was encoded in a “V” structure,

with the emotion variable and topic variable as the two parents of the word variable. In

the Bayesian model, the assignments of the parents could depend on each other if the

value of the child variable is visible, which means the emotions and topics could explain

for each other and together explain the observation of words in a document.

Each emotion label was represented by a binary-valued variable e. And for each word

w there existed K emotion variables ek, where K was the number of emotion categories

and k was the index of the emotion label. Each emotion variable ek was assumed following

the Bernoulli distribution ek ∼ Ber(θk), with θk as the proportion parameter. To model

the variance of emotion distribution among documents, the model further assumed the

proportion parameter θk as a random variable, and drew the sample value of θk through

a Beta distribution θk ∼ Beta(βk), in which βk was the concentration parameter counting

the occurrence of the emotion label k from a labeled data set.
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With careful derivation of the posterior probabilities of the emotion variables ek and

the topic variable, this model could iteratively generate samples of emotion labels and

topics for words in many documents in an unlabeled corpus. The generated emotion and

topic samples were then used in the Gibbs sampling inference algorithm to fit the model.

After a few iterations, the Gibbs sampling inference could converge to the stable state,

and the word emotions ek as well as word topics z could predicted by maximizing the

corresponding posterior probabilities p(ek|w, e−k, z) and p(z|w, e), respectively.

In the multi class multi label document emotion analysis [47], the authors built hierar-

chical Bayesian model to generate the labels for document emotions as well as the topics

for documents and words. Particularly, document emotions and topics were made two

parents of the word variables in this model, which also allowed the document emotions

and topics to affect the selection of each other, and together to affect the word selection

in the documents.

The experiment results based on a Chinese emotion corpus, for both word emotion

prediction and document emotion prediction, suggested that multi class multi label emo-

tion prediction could be significantly improved by incorporating the topics as the assistant

explanatory factor in a Bayesian model, and the incorporation of Beta distribution for the

proportional variables θk could reduce the side effect of unbalanced emotion observations

in the labeled training data.

To conclude, the fine-grained emotion prediction could recognize more subtle emotion

categories in the texts, and even predicted multiple emotion labels for the text pieces. The

study of Das et al. also suggested that combination of multiple experts might improve

the multi class emotion prediction. However, the combination of multiple experts by

voting in Das’s study was not enough to explore the significance of emotion predictions

from different experts. To consider the information from multiple experts, the probability

pooling method could be more reasonable than majority voting. And since we are pooling

probabilities for multiple emotion classes and for multiple emotion labels, the existing

pooling techniques are not suitable any more. Considering the importance of the topic

factor in emotion prediction, we decide to also incorporate the topic information in a

generative model but with a different probabilistic assumption. Similar to the emotion

topic analysis in [22][24][47], we assume topics and emotions are explanatory factors of
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the word distributions. However, because the variation topics could be too much to cause

over-fitting in some extent in the model, we would like to make further restrictions on the

topic variation by assuming the direct selection of topics by the emotions, which means

the emotion labels would have a one to one relation with the topics in the generation

process. These probabilistic assumptions correspond to the supervised topic model, i.e.

the Labeled-LDA model.



Chapter 4

Experiment Methods

In this chapter, we propose three distinct probabilistic models for the emotion analysis

in sentences, based on the different perspectives of emotion prediction by human beings.

We divide the Chinese emotion corpus Ren-CECps into three sets including Training set,

Validation set and Test set. Then, three different models are calculated by L-LDA, LGR

and CRF respectively on training set. We use these three models on validation set to

compute the different thresholds for different algorithms. Sentence emotion vector can

be directly predicted by executing LGR and L-LDA model on Test set, while indirectly

predicted by performing the accumulation from word emotion vector using CRF model

on Test set. Finally, we integrate three sentence emotion vectors to predict sentence

multi-emotions, which is demonstrated in Figure 4.2.

4.1 Data Source

Ren-CECps consists of 1,487 Chinese blog articles with totally 35,096 sentences, which

are collect from the Chinese portal webs such like Sina-blog, sohu-blog, 163-blog, qzone

and so on. These articles are segmented, and annotated manually in four different textual

levels, that are document level, paragraph level, sentence level and word level with eight

basic emotion tags: Expect, Joy, Love, Surprise, Anxiety, Sorrow, Anger and Hate.

In most of time, multiple emotion tags are assigned to them, since some emotions

overlap and are expressed at the same time. Three polarities including positive, negative

and neutral are also assigned to the document, paragraph and sentence level. The basic
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Figure 4.1: Ren-CECps: Chinese emotion corpus.

emotion elements containing emotional words and emotional phrase in the Ren-CECps.

Both of them are given emotion tags with proper emotion intensity. Emotion intensities

(from 0.1 to 1.0) of each emotion category are given. Besides emotional words, the mod-

ifiers including degree words, negative words and conjunctions are also annotated in this

corpus, as demonstrated in the figure 4.1.

4.1.1 Emotional words

Some words can always express the emotions directly, we can easy to get to know the

emotion states of writer by reading the word-itself. While some few indicate emotions

indirectly depending on the context [10], that is to say, we can’t capture the emotion

states of writer easily, but we still can find useful information which would convey the

latent emotion through adjust sentences. Here, we give some examples about the words

that indicate emotions directly and indirectly.

For examples:

Indicate emotion directly

Sentence 1: I hope Yan could be such a person when she grows up.



4.1. DATA SOURCE 29

Num of emotional words Num of emotional phrases

Expect 6,999 482
Joy 12,564 958
Love 29,418 2,147
Surprise 1,359 151
Anxiety 2,565 363
Sorrow 8,995 1,060
Anger 2,565 363
Hate 6,399 820

Table 4.1: The counts of emotional words and emotional phrases in each category.

In the sentence 1, the word “hope” conveys a kind of emotion as “Expectation” directly.

Sentence 2: His attitude is disgusting.

In the sentence 2, the word “disgusting” expresses the emotion as “Hate” directly

also.

Indicate emotion indirectly

Sentence 3: If winter comes, can spring be far behind?

In the sentence 3, the word “spring” doesn’t convey any emotion in usual, but in this

context, it indicates the emotion with respect to the “Expect” according to the context.

Sentence 4: He felt the power when he saw the rising sun.

In the sentence 4, the word pairs “rising sun”, which should be a single word in Chinese,

are also the normal words without any emotions, but in the specific context, they contain

some positive information that conveys the emotion of “Expect”.

We compare some emotional words in the corpus, and find that there are many emo-

tional words are annotated with multiple emotions in the corpus. In this study, we choose

the emotional type, with respect to the highest emotion intensity, as the chief emotion of

the word.

There are 13,621 different Emotional words annotated in Ren-CECps, and the emo-

tional words occurred totally 71,199 times. The counts of emotional words from Ren-

CECps in each category are shown in Table 4.1.
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4.1.2 Emotional phrases

Emotional phrases are composition of words so as to convey emotions.

For examples,

Example 1: thank goodness

This phrase represents the emotion of grateful(joy), while each single word could not

express this emotion.

Example 2: good and evil

This phrase includes two words, each word convey opposite sentiment. The phrase can

emphasize one of sentiment when this phrase is used in the context.

In Ren-CECps, some phrases are annotated with two or three kinds of sentiments.

We use the same method as emotional words to determine the chief emotion of emotional

phrases.

There are 2,963 different Emotional phrases annotated in Ren-CECps, and the occur-

rences of emotional phrases count 6,615 times. The counts of emotional phrases among

Ren-CECps in each category are shown in Table 4.1.

4.1.3 POS (part-of-speech) tags

We are interested in the POS tags of all words, because words of some POS tags such as

adjective and verb are more likely to convey emotion [9], such as the adjective pretty may

express emotion of love, and the verb dislike can express the feeling of hate. Generally,

most of adjective and verb can express more or less sentiments. Besides adjective and

verb, there are totally 41 kinds of POS tags in our Data Source.

4.1.4 Degree words

Degree words perform the function of changing the intensity of emotions. High frequency

of occurrence of degree word, such as very, almost, alittle, has been observed in Ren-

CECps.

There are two examples show as follows:

Example 1:(very) happy

Example 2:(a little) regret
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In the first example, the word happy is modified by the degree word very, which always

increases the emotion intensity of the emotion words or emotional phrases. In the second

example, the word regret is modified by the degree word alittle, which always decreases

the emotion intensity of the emotion words or emotional phrases.

There are 1,039 different degree words annotated in Ren-CECps, the occurrences of de-

gree words count 16,713 times, among which, 8,294 degree words have modified emotional

words or emotional phrases.

4.1.5 Negative words

In Chinese articles in Ren-CECps, negative words, such as no, cannot and donot, appear

with high-frequency. With negative words in the sentences, meaning of sentences can be

reversed, however the emotion types may be changed or not.

Here are the examples:

Sentence 1: He hopes for snow.

Sentence 2: He doesn’t hope for snow.

In comparison between two sentences above, we find that they express the opposite

meaning, while two sentences convey the same emotion of expectation through the word

hope.

There are 645 different negative words annotated in Ren-CECps, the negative words

count for totally 13,750 times, among which, 3,668 negative words have modified emotional

words or emotional phrases.

4.1.6 Conjunctions

People like using conjunctions in the complex sentences. On the one hand, conjunctions are

used to join simple sub-sentences into a long sentence. On the other hand, the occurrence

of some special conjunctions may signify the change of emotion intensity for sub-sentences.

For examples:

Sentence 1: For promotion, he ignored the family and betrayed friends.

Sentence 2: For promotion, he not only ignored the family, but also betrayed friends.

Compared to the first sentence, sentence 2 uses conjunctions notonly...butalso... to
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Figure 4.2: Multi-emotion analysis system constructed by the different perspectives.

express stronger critical emotion. There are 297 different conjunctions annotated in Ren-

CECps, the total of conjunctions occur 12,900 times.

4.2 Predicting Sentence Multi-emotion

We propose three distinct probabilistic models for the emotion analysis in sentences, based

on the different perspectives of emotion prediction by human beings. From each perspec-

tive, we employ a specific language feature to represent the aspect that we would consider

for emotion prediction among the text. Specifically, these language features include the

emotion-related global topics, the context-sensitive word emotions, and the local bag-of-

words. We also integrate the probabilistic results generated from these models to improve

the emotion prediction results, which is demonstrated in Figure 4.2.

4.2.1 Predicting sentence emotions from emotion-related topics

We have observed from large set of emotion-annotated texts that, at most of the time a

document or a sentence describes some events that are centered on one single or multiple

topics. Moreover, some topics could indicate similar emotions. For example, people tend

to feel Sorrow, Hate, and Surprise when talking about disasters, and show emotions of

Love and Joy when home and children are mentioned. Some experiments [26][39][38][2]

conducted for sentiment analysis based on topics proved that there existed some corre-

lations between topics and emotions [38] [2]. We expect to find their correlations with
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different emotion categories, even from some semantically less interpretable topics in a

broad sense. Following this intuition, we employ the L-LDA model, which is suitable to

learn the topic distribution in sentences and associate the topics explicitly with emotion

labels in these sentences.

The L-LDA model for the emotion prediction in sentences can be formally depicted

with a probabilistic graph model in Figure 4.3. Given a corpus of S sentences and Ns words

in each sentence, we can associate each sentence s with some binary emotion labels Λs1,

Λs2, · · · ,ΛsK , with ΛsK = 1 indicating the existence of emotion k in sentence s. The word

topics and sentence emotion labels share the same categories (K) and the same semantic

meaning in each category. The L-LDA model is a generative model, which means we

can learn the model parameters by generating the sentences and their emotion labels and

predict the sentence emotions by maximizing the posterior probabilities of these emotion

labels.

Concretely, the square plate with letter S on the bottom-right corner indicates the

total number of S sentences in the given corpus. Each sentence s consists of Ns words,

which is denoted by the inside square plate Ns. We use nodes w and z to represent a

word and the words topic. Shading on node w indicates that the values of these word

variables are observed, while the values of the other unshaded nodes are latent. Given

a topic assignment zsi = k for word i in sentence s, the corresponding word variable

wsi follows a Multinomial distribution wsi ∼ Mult(βk) with a parameter vector βk as

the probabilities for word selection. We put β in a square plate K to indicate the word

distribution with respect to each topic/label category. The topic variable zsi follows the

Multinomial distribution zsi ∼ Mult(θs), with a parameter vector θs as the probabilities

for topic selection. Both β and θ are considered as random variables, in the L-LDA model,

following Dirichlet distributions βk ∼ Dir(η) and θs ∼ Dir(α ·Λs), with parameters η and

α as the concentration parameters. These parameters indicate the prior knowledge about

concentrations in the word selection and the topic selection. Through the a product α·Λs),

the L-LDA model could restrict the candidate topics in sentence s to the existing emotion

labels k for which Λsk = 1. Finally, the emotion labels in the L-LDA model follow the

Bernoulli distribution Λsk ∼ Bernoulli(σk), where σk denotes the probability of having

the emotion k in a sentence.
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Figure 4.4: The correspondence between multi-emotion topics and sentences.

Figure 4.4 demonstrates the emotion-related topics learned from an L-LDA model.

From the generative point of view, each sentence on the right column is generated by

the corresponding emotion-related topics (or emotion labels) on the left column. We use

different colors to specify the emotion-related topics and the generated words in each topic.

Another important generation probability for the emotion-related topics in a sentence is

stored in variable ϕ in the L-LDA model, which is a K − dimensional vector indicating

the conditional probability of observing each topic zsk (corresponding to emotion k) given
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the words in sentence s as:

pL(Es|ws) = p(zs|ws)

= θs

= [θs1, θs2, . . . , θsK ]

(4.1)

4.2.2 Predicting sentence emotions from emotional words

Words have been considered as the building blocks of sentences in natural language pro-

cessing. They determine the syntactic structure of a sentence, and compose the predicates

and the arguments in sentences semantic meanings. As for the text emotion analysis, we

consider them as the sentence emotion indicators. And because the word emotion predic-

tions are taken into account as the context information in our study, we expect these word

emotions reveal the writers emotions in sentences.

Context-sensitive word emotion prediction

Instead of building a large fixed word-emotion lexicon as in the early studies, we consider

the word emotions as random variables and try to maximize the conditional probability of

the emotion assignment to a sequence of emotion variables given the word observations in

a sentence. We use the CRF algorithm to predict the sequence of word emotions in this

study. The merit of our method relies on two aspects. It brings variability in the word

emotion prediction, by taking the negative modifications, contrast conjunctions, and de-

gree adverbs into account to predict the most probable emotion assignment. And because

CRF is a probabilistic model, it generates the marginal probability for each word emo-

tion assignment, which is more informative than some emotion labels in a word-emotion

lexicon.

Concretely, we consider K + 1 labels for the word emotions, with K distinct emotion

labels and 1 no-emotion label. Therefore, for each word wi we have p(êi) which is a

K+1-dimensional vector indicating the probabilities of assigning emotion and no-emotion

label to this word. It has to be noticed that because most words in the real world as well

as in the corpus are considered and labeled as no-emotion, the learning algorithm could

be confused by the imbalanced labels in the training set. It might cause the prediction
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of a high recall score for the no-emotion label yet lower recalls for the emotion labels.

And because the target of word emotion prediction is to help predicting the sentence

emotions, it is of higher priority to find a reasonable amount of emotion indicative words

with their emotions. Therefore, we select a threshold on the no-emotion prediction based

on a validation set from the emotion corpus, in order to balance the recall and precision

of no-emotion label prediction and consequently to assist the emotional word prediction.

The final word emotion prediction consists of the emotion indicative words wsi in

sentence s and the corresponding K probabilities p(esik for each emotion category after

normalization. We use a factor ϕsi to denote the normalized emotion distribution for word

wsi as

ϕsi = [p(esi1), p(esi2), · · · , p(esiK)]

=
[p(êsi1), p(êsi2), · · · , p(êsiK)]

1− p(êsi0)

(4.2)

where p(êsiK) is the marginal probability of emotion k for word wsi directly from the

CRF prediction, and p(êsi0 is the probability of assigning no-emotion to word wsi.p(esik)

is the probability of emotion k after ruling out the no-emotion label.

Sentence emotion accumulation

Previous study of text emotion analysis found that emotions can be accumulated from the

lower-level texts to the higher-level. This suggests that the high-level sentence emotions

could be accumulated from the low-level word emotions if the word emotion is reasonably

predicted within the context.

In practice, accumulation can be implemented in different ways. Because we have the

probabilistic predictions of the word emotions in ϕ, it would be convenient to accumulate

the sentence emotion factor through a factor product of these word emotion factors:

Φs = exp(
1

Ns

Ns∑
i=1

lnϕsi) (4.3)

In Equation 4.3, Φsk and ϕsik are the kth entries of the emotion factors for sentence

s and the inside word i, respectively. Ns counts the total number of emotional words in

sentence s. We introduce a normalization term 1
Ns

in this factor product to ensure the
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comparability of the sentence emotion factors Φs among sentences with different number

(Ns) of emotional words. It has to be noticed that with this emotion accumulation, we

are summarizing the pieces of emotional information, for each emotion entry k, from the

inside words for a sentence. Each entry ϕsk in the sentence emotion factor corresponds

to the accumulated likelihood of having the emotion k in sentence s, which is assumed to

be proportional to the probability of p(Esk). We can more explicitly write the sentence

emotion factor as Equation 4.4.

Φs ∝ [p(Es1), p(Es2), · · · , p(EsK)] (4.4)

With these accumulated sentence emotion factors, we can select the entry thresholds

t∗k for each emotion category k in the sentence emotion factor ϕs, based on a validation

set, to expect the prediction for each emotion k with a promising F1 score. The procedure

is depicted in Fig. 4. For each k, we iteratively assign a threshold variable tk with three

decimal places ranging from (0, 1). A comparison of the emotion probabilities in ϕsk with

the threshold tk is made for each sentence s ∈ {1, 2, , S} in the validation set. With the

observation of emotion labels ysk for each sentence s and emotion entry k in the validation

set, we can count the number of true positive (tpk), true negative (tnk), false positive

(fpk), false negative (fnk) predictions with respect to each threshold tk, and calculate the

corresponding F1k scores. This threshold selection procedure saves the highest F1score

in F1∗k and returns the corresponding best threshold in t∗k. With the emotion thresholds

in t∗, the sentence emotions could be confirmed as Equation 4.5.

Es = 1{Φs > t∗}

= [1{(Es1) > t∗1}, 1{(Es2) > t∗2}, · · · , 1{(EsK) > t∗K}]
(4.5)

with the corresponding probability of

pC(Es|ws) ∝ Φs

= [Φs1,Φs2, · · · ,ΦsK ]

(4.6)

In Equation 4.6, the expression 1 examines the statement in the brackets, and takes the

value of either 1 if the statement is true or 0 otherwise. Therefore, for sentence emotion
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prediction in Equation 4.6, we have Esk = 1 if the kth entry in emotion factor ϕsk is greater

than the threshold t∗k.

4.2.3 Predicting sentence emotions from local bag-of-words

In this section, we introduce sentence emotion prediction through a linear probabilistic

model. We assume the sentence emotions are independent binary-valued random variables,

each (Esk) follows a Bernoulli distribution with the success probability ϕsk:

p(Esk = 1) = θsk (4.7)

In this model, we only consider the correlation between the sentence emotion label

and the words within the sentence. For each emotion label, we would like to evaluate the

corresponding emotional significance for each word in the vocabulary (V). This emotional

significance is denoted by a weight parameter k, which is a |V | − dimensional weight

vector. If we employ a binary valued word vector vs to represent the existence of each

word from vocabulary V in sentence s, then the overall emotional significance with respect

to the emotion label k would be ωT
k νs. And we use the sigmoid function to transform this

emotional significance to the success probability as:

hsk = g(ωT
k νs)

=
1

1 + exp(−ωT
k νs)

(4.8)

The parameter value in emotional significance ωk for each emotion category k can be

learned through a standard LGR algorithm by minimizing the squared error in a train-

ing set with a regularization term. In practice, we select a subset of the emotion corpus

Ren-CECps to train the LGR classifier and adjust the hyper-parameters such as the reg-

ularization type and the regularization weight based on a separate validation set of the

emotion corpus. Note that for each emotion category, the LGR classifier generates the

probabilities of assigning sentence emotion variables Esk = 1 for all s. And to predict mul-

tiple sentence emotions, we need to learn K such LGR classifiers for each emotion category,

which turns to be a multi-label LGR classifier. The probability of emotion assignment to
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a sentence s can be represented as:

pG(Es|ws) = hs

= [hs1, hs2, · · · , hsK ]

(4.9)

4.2.4 Joint prediction

We have introduced three probabilistic models for the multi-emotion prediction from sen-

tences. Given a sentence, our models could predict the possibilities of emotion assignments

in each emotion category, based on the global emotion-related topics, the context-sensitive

word emotions, and the emotional significance of ordinary words. Intuitively, we can ex-

pect these models to recognize the sentence emotions from different perspectives as hu-

man do in emotion prediction, since previous experiment [55] succeeded in attempting

joint prediction. Therefore, we could make improvement in sentence emotion prediction

by integrating the probabilistic results from three distinct models.

To obtain the optimal prediction, we firstly integrate every two probabilistic results

by multiplying every entry of the probability factors through the factor product:

pLC(Es|ws) ∝ pL(Es|ws)p
C(Es|ws) (4.10)

pLG(Es|ws) ∝ pL(Es|ws)p
G(Es|ws) (4.11)

pCG(Es|ws) ∝ pC(Es|ws)p
G(Es|ws) (4.12)

To make the probabilistic values in integrated emotion factors sensible, we need to

set a series of thresholds for each emotion category by balancing the precision and recall

scores of the emotion assignments through a validation set. This procedure is similar to

the threshold selection illustrated in Figure 4.5.

Finally, to integrate all probabilistic results, we employ the similar factor product to

three probability factors:

pLCG(Es|ws) ∝ pL(Es|ws)p
C(Es|ws)p

G(Es|ws) (4.13)
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Figure 4.5: Threshold selection for confirming eight emotion categories and no-emotion.



Chapter 5

Experiments

We intend to predict sentence multi-emotion in three different perspectives by employ-

ing three probability models. Different experiments are implemented on single and the

integrated methods including Bi-integration or Tri-integration. To examine the statistics

significance of the results, we perform these experiments with 5-fold cross-validation. Five

evaluation indicators are chosen to verify the performances.

We choose Ren-CECps, which is a manually annotated emotion corpus, for the exper-

iment of sentence multi-emotion analysis. This corpus consists of 35096 sentences which

are collected from the online Blog sites, and covers K = 8 common emotion categories

(Expect, Joy, Love, Surprise, Anxiety, Sorrow, Anger, and Hate). In the corpus, sen-

tences and words have been assigned with one or more emotion labels by considering the

writers real emotional states. To ensure the emotion models are learned from the mean-

ingful sentences, we filer some extremely short sentences (eg. with a single word) and the

sentences only composed of punctuations, with 31058 sentences left.

For each fold of the cross-validation experiments, the corpus is divided into three

subsets, with 18630 sentences for training models, 6214 sentences for selecting hyper-

parameters and the emotion thresholds for each model, and 6214 sentences for evaluating

the results of emotion prediction.

We separately train L-LDA, CRF, and LGR models for sentence emotion prediction

based on the training set. Besides, we employ a multi-label Support Vector Machines

(SVM) classifier for the sentence emotion prediction as a base line. The SVM classification

is similar to the LGR algorithm by independently predicting in each emotion category,

41
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except that the SVM model only generates binary results to denote the emotion existence

while the LGR model gives the more informative probabilities for emotion prediction.

We also select the hyper-parameters and thresholds of emotion probabilities in these

models, by balancing the precision and recall scores of emotion prediction, based on the

validation set. These hyper-parameters include the upper bound of the term frequencies

and lower bound of the term-document frequencies in the L-LDA model, the balance

between over-fitting and under-fitting in the CRF model, as well as the regularization

type and the regularization term weight in the LGR and SVM models.

Finally, the probabilistic prediction results from the L-LDA, CRF, and LGR models

are combined, as illustrated in section 4.2, to jointly predict the sentence emotions. The

probability thresholds in each emotion entries in probabilistic outputs pLC , pLG, pCG, and

pLCG are also selected to predict the sentence emotions.

5.1 Experiment1: sentence emotion prediction from emotion-

related topics by L-LDA

5.1.1 Feature sets selection for L-LDA

As Labeled Latent Dirichlet Allocation (L-LDA) is a supervised machine learning method,

we should add the label manually annotated label to predict the topic. We concentrate

the task of emotion prediction, so we take the emotion tags of the corpus as the labels.

Since each emotion maps one label in the L-LDA model, we call the predicted label as

emotion-related label. In this experiment, we choose the Standford Topic Modeling

Toolbox explored by the Standford Natural Language Processing Group (which can be

found at url: http://nlp.stanford.edu/downloads/tmt/tmt-0.4/).

We use the words within sentence as the feature to perform the experiment, and filter

the same words in one sentence to ensure every word is unique in sentence. Because the

number of words in a sentence is relative less and some words used with the high frequency,

we set two constraints to pre-process the sentences for guaranteeing topics inference more

effective. The sentence are edited out, if the number of words less 5. In addition, we build

a word vocabulary with the corresponding frequency of appearance for each word. We
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Example of L-LDA output architecture

cet− 2.xml − 3− 3 Expect 0.24831855170568798
Love 0.009947655975201046
Anxiety 0.38545729200623563
Sorrow 0.24567989604558996
Surprise 0.01135646424430853
Hate 0.06602723482880334
Anger 0.026320577272228102
Joy 0.006892327921945441

Table 5.1: Example of L-LDA output architecture.

delete the words with the ten highest frequency in sentence, and construct the input data

architecture as follows;

input = sent− id, emo0 emo1 · · · emo7, word0 word1 · · ·wordn

There are three columns in one sequence of the input data architecture, we separate

them with comma. The first column is sentence id, and second emotion-related topic(here,

emotion label), and the last words. In order to understand this data architecture more

intuitively, we give some examples following.

input = cet− 2.xml − 1− 2, Expect Love, it must be abundant noble kind− hearted

input = cet− 18.xml − 9− 1, Love, mature man always old

As shown examples above, there are two emotion labels in the first sentence, and one

in the second sentence.

Because we only interest in the relationship between the labels and the sentence, we

only pay our attention to the probability of emotion-related topic. We take the example

in table 5.1 to illustrate.

The emotion-related topic and corresponding probability are given by the L-LDA, the

most likely to be expressed are Hate, Anxiety and Sorrow with high probabilities in this

sentence, while Love, Joy and Surprise are expressed in a low probabilities.
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5.2 Experiment2: sentence emotion prediction from emo-

tional words by CRF

5.2.1 Feature sets selection for CRF

We want to predict the sentence multi-emotion under the consideration of contextual

information, so we perform Conditional Random Field (CRF) to annotated word emotions

to build the word emotion vector. We use the open source implementation of Conditional

Random Field named CRF++:Yet Another CRF toolkit, which can be found at url:

http://crfpp.googlecode.com/svn/trunk/doc/index.html.

There are five feature sets in experiment on emotional words annotation. We adopt

n-gram models where n could be 1, 2 or 3 for words Fw, corresponding POS tags Fpos,

conjunctions modification Fcm, negative words modification Fnm and degree words modi-

fication Fdm.

Fw = {1− gram(Word)} ∪ {2− gram(Word)} ∪ {3− gram(Word)}

Fpos = {1− gram(pos)} ∪ {2− gram(pos)} ∪ {3− gram(pos)}

Fcm = {1− gram(conj −mod)} ∪ {2− gram(conj −mod)}

∪ {3− gram(conj −mod)}

Fnm = {1− gram(neg −mod)} ∪ {2− gram(neg −mod)}

∪ {3− gram(neg −mod)}

Fdm = {1− gram(deg −mod)} ∪ {2− gram(deg −mod)}

∪ {3− gram(deg −mod)}

where conj − mod, “deg-mod”, “neg-mod” mean the modification relations between

words and conjunctions, words and degree words, words and negative words respectively.

To illustrate these feature sets more specifically, we give a simple example as is shown

in Figure 5.1 for the short sub-sentence “Though he isnot very happy”. In this sentence, we

have a conjunction “though”, a negative word “isnot” as well as a degree word “very”. The

modification relations between words and these modifiers are represented by the dotted
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Figure 5.1: Modification relations between words and corresponding Modifiers.

arrows in Figure 5.1.

Here, we enumerate tri-gram model of the above five feature sets for the state node

Y 3 and Y 4 in Figure 5.1 as below:

state node Y 3

Fw = {though, he, isnot} ∪ {he, isnot, very}

∪ {isnot, very, happy}

Fpos = {c, r, v} ∪ {r, v, d} ∪ {v, d, d}

Fcm = {Null, conj −mod, conj −mod} ∪ {conj −mod, conj −mod, conj −mod}

∪ {conj −mod, conj −mod, conj −mod}

Fnm = {Null,Null,Null} ∪ {Null,Null, neg −mod}

∪ {Null, neg −mod, neg −mod}

Fdm = {Null,Null,Null} ∪ {Null,Null,Null}

∪ {Null,Null, deg −mod}

state node Y 4
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ExperimentNo. CombinationNo.

CRF − based− exp−No1 Fw,Fpos

CRF − based− exp−No2 Fw,Fpos,Fcm

CRF − based− exp−No3 Fw,Fpos,Fdm

CRF − based− exp−No4 Fw,Fpos,Fnm

CRF − based− exp−No5 Fw,Fpos,Fcm,Fdm

CRF − based− exp−No6 Fw,Fpos,Fcm,Fnm

CRF − based− exp−No7 Fw,Fpos,Fdm,Fnm

CRF − based− exp−No8 Fw,Fpos,Fcm,Fdm,Fnm

Table 5.2: Feature sets assigned for each CRF-based emotional word annotation experi-
ments

Fw = {he, isnot, very} ∪ {isnot, very, happy} ∪ {}

Fpos = {r, v, d} ∪ {v, d, d} ∪ {}

Fcm = {conj −mod, conj −mod, conj −mod} ∪ {conj −mod, conj −mod, conj −mod} ∪ {}

Fnm = {Null,Null, neg −mod} ∪ {Null, neg −mod, neg −mod} ∪ {}

Fdm = {Null,Null,Null} ∪ {Null,Null, deg −mod} ∪ {}

5.2.2 Feature sets for each CRF-based experiments

In order to explore the best feature sets for experiments on emotional word annotation,

we try several combination of different feature sets,which are word, part-of-speech, con-

junction modification, degree word modification and negative word modification.

The detailed assignment are shown as table 5.2:

5.2.3 Results of each CRF-based experiments

In this subsection, the best combination of feature sets is decided by comparison of F1-

score given by the corresponding experiment.

As it’s shown in Figure 5.2. CRF −based−exp−No8, adopts all five feature sets, gets

the highest F-score, which proves the effectiveness of modification features for emotional

keywords annotation. Therefore, we use all the feature sets including word, part-of-speech,

conjunction modification, negative modification and degree modification in the emotional

words recognition to build the word emotion vector.

Finally, we create the sentence emotion vector by multiplying the equivalent entries of
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Figure 5.2: Average Precision, Recall and F-score of Eight Experiments.

word emotion vectors. The data form like table 5.1.

5.3 Experiment3: sentence emotion prediction from bag-of-

words by LGR

5.3.1 Feature sets selection for LGR

For Taking the local bag-of-words information into account, we use the Logistical Re-

gression to classify sentence into eight emotion categories. We also choose a open source

toolkit to perform this function, which is called scikit-learn downloaded at http://scikit-

learn.org/stable/index.html.

There are several machine learning methods supplied in this toolkit, however, we only

use LGR this time. Logistical Regression is a binary machine learning method, so it only

can be used for address binary classification. To deal with multi-class problem, using one-

verse-all policy is a better way. We plan to train eight different classifiers for getting eight

probabilities, which represent the possibilities of the positive label existing in sentence.

Finally, we build the sentence emotion vector by combination of probabilities corre-

spond to the positive label. In other words, each element in sentence emotion vector is a

probability value with respect to each emotion category.



5.4. EXPERIMENT4: SENTENCE EMOTION PREDICTION BY INTEGRATION 48

5.4 Experiment4: sentence emotion prediction by integra-

tion

To predict sentence multi-emotion, we propose to create the new sentence emotion vec-

tor by combination of sentence vectors calculated by L-LDA, CRF and LGR respectively.

At the first round, we attempt implement Bi-integration by the combination of any two

emotion vector out of three. At the second round, we attempt the Tri-integration. The

element in new eight dimensional emotion vector is still a probability calculated by mul-

tiplying the same entry in the old emotion vector. To make sure the existence of each

emotion in sentence, we introduce a sentence-specific threshold for each emotion category,

which is a float value in three decimal places. If the probability value is bigger than the

threshold value, we think that the corresponding emotion exist in sentence.



Chapter 6

Evaluating the Single and

Integrated Prediction

In this study, we propose the probabilistic models to predict multi-emotions in sentences,

by allowing multiple emotion labels assigned for each sentence. For this multi-label clas-

sification problem [53] [52] [58] [54], we have to employ some overall evaluation methods

to evaluate the synthetic performance in emotion prediction.

6.1 Evaluation methods

Six multi-label evaluation methods, including HammingLoss [15], Accuracy, Precision,

Recall [16], MicroFscore and MacroFscore, are employed to thoroughly analyze the emo-

tion classification results. Specifically, we use Hamming Loss to evaluate the error rate

of emotion prediction regardless of the emotion categories. The details of the evaluation

methods are illustrated below:

6.1.1 Hamming Loss

The average percentage of misclassified labels.

hloss(H) =
1

S

S∏
s=1

|Es
⊕

Ẽs|
K

(6.1)

where H denotes the emotion prediction model, while Es and Ẽs are the predicted

49
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emotion labels and the true emotion labels in sentence s. ⊕ is the exclusive OR operator.

S counts the number of sentences in the test set, and K = 8 in this case is the number of

emotion categories.

6.1.2 Accuracy

The average percentage of correctly classified labels among all the correctly

and incorrectly classified labels.

Precision(H) =
1

S

S∑
s=1

|Es ∧ Ẽs|
|Es|

(6.2)

6.1.3 Precision

The average percentage of correctly classified labels among all the predicted

labels.

Precision(H) =
1

S

S∑
s=1

|Es ∧ Ẽs|
|Es|

(6.3)

6.1.4 Recall

The average percentage of correctly classified labels among all the true labels.

Recall(H) =
1

S

S∑
s=1

|Es ∧ Ẽs|
|Ẽs|

(6.4)

6.1.5 MicroFscore and MacroFscore

The averaged measure of precision and recall, for multiple emotions analysis.

When calculating Fscore for 2-label (binary) classification problems, we need to count

number of correctly predicted positive labels (tp), the number of incorrectly predicted

positive labels (fp), the number of correctly predicted negative labels (tn), and the number

of incorrectly predicted negative labels (fn). And the formula for the Fscore is

Φ(1) =
(
Φ
(1)
1 , · · · ,Φ(1)

k

)
Φ(2) =

(
Φ
(2)
1 , · · · ,Φ(2)

k

)
Φ(1)Φ(2) =

(
Φ
(1)
1 Φ

(2)
1 , · · · ,Φ(1)

k Φ
(2)
k

) (6.5)
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When calculating MicroFscore and MacroFscore for the multi-label classification prob-

lems, we have for each label k a set of counts as (tpk, fpk, tnk, fnk). The MicroFscore

calculates the F1score of the positive predictions, by ignoring the predicted emotion labels:

MicroF1 =
2× tp∗

2× tp∗ + fp∗ + fn∗
(6.6)

where tp∗, fp∗, and fn∗ count the total numbers of true positive predictions, false

positive predictions, and false negative predictions regardless of the emotion label.

Fscore =
2× tp

2× tp+ fp+ fn
(6.7)

The MacroFscore calculates the average of F1scores for each emotion label:

MacroF1 =
1

K

K∑
k=1

2× tpk
2× tpk + fpk + fnk

(6.8)

where tpk, fpk, and fnk denote the counts of true positive predictions, false positive

predictions, and false negative predictions for each emotion label k, while K is the number

of emotion categories.

6.2 Result analysis

With these evaluation criteria, we are able to examine the emotion prediction results from

each single probabilistic model as well as the integrated models. The evaluation scores for

single and integrated models, from the 5-fold cross-validation experiments, are shown in

the box plots from Figure 6.1 ∼ 6.9, with the maximum, 1st quartile, median, 3rd quartile,

and minimum evaluation scores plotted in separate boxes. We abbreviate the names of

the ingredient models with single characters, i.e., “C” for CRF, “G” for LGR, and “D”

for L-LDA.

Seeing the accuracy in the Figure 6.1, the Tri-integration achieve the best results

among all the methods. “C-G” gets the best result in the Bi-integration, while “LGR”

gets the best one in the single methods. The plot box of CRF is bigger than others,

which suggests that the score of each sub-experiment differ in magnitude in the 5-fold

cross-validation, and also prove that the word emotions recognition significantly depends



6.2. RESULT ANALYSIS 52

0.72

0.73

0.74

0.75

0.76

0.77

0.78

0.79

S C G D C−G C−D G−D C−G−D

Figure 6.1: Accuracy for single and integrated models from 5-fold cross validation experi-
ment.

on training data, and when the grate change occurs in training data, the result of word

emotion recognition also makes a great change. In other words, words emotions make a

great influence on sentence multi-emotion. The plot boxes of Bi-integration using CRF

show the same pattern.

As shown in Figure 6.2, our Tri-integration get the best result with the lowest score,

which means that there are least misclassified labels existing. The Bi-integration get the

medium results compared to the single methods. There are most misclassified labels in

the prediction by CRF, we think that predicting sentence emotions indirectly for word

emotions is reason for causing such great distinction. Like the accuracy, there is also a

broad distinction in the plot box of CRF in the 5-fold cross-validation, which suggests that

there still a certain development should be make in the factor product of word emotions.

In the comparison of plot boxes of MacroFscore in Figure 6.3, the Tri-integration gets

the best place, while Bi-integration gets second place overall, which prove the effectiveness

of our integration methods. In the single method, SVM gets worst score. No matter
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Figure 6.2: Hamming Loss for single and integrated models from 5-fold cross validation
experiment.

integration methods or single methods, there are no apparent distinctions in the 5-fold

cross-validation. That is to say, all the methods perform well across overall sets of data.

Even emotion surprise (which have the least number in the data source) is predicted with

the similar probability as same to other emotion categories.

As shown in Figure 6.4, the Bi-integration perform best among all the methods includ-

ing Tri-integration. In the single methods, LGR also gets the similar score as same as the

score of the Bi-integration and Tri-integration. But SVM gets worst score, it seems that

SVM isn’t able to distinct major categories (Love and Joyinthisstudy) in data source.

CRF still shows a bad performance with a great fluctuation when the different training

data is using for sentence multi-emotion prediction. The reason we think is that because

the language model based on CRF predicts sentence emotions by calculating the con-

textual relation, when we use 5-fold cross-validation experimental data to conduct the

experiment by CRF, the contextual information is sufficient, so the a great fluctuation
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Figure 6.3: MacroF score for single and integrated models from 5-fold cross validation
experiment.

occurs in 5-fold cross-validation.

To summarize the macro precision scores for sentence emotion prediction from the

5-fold cross-validation, we plot these macro precision scores in the box-plots for the sin-

gle and integrated models in Figure 6.5. The red bars in the box-plots correspond to

the median scores, which could best represent the evaluation of macro precisions. We

find the integrated model “C-G-D” achieves the highest median macro precision among

all the macro precision scores from the single and integrated models, and we also find

the integrated models “C-G”, “C-D”, and “G-D” render higher median macro precision

score than the single models of CRF, LGR, and L-LDA, respectively. These comparisons

suggest that integrating the separate predictions from different probabilistic models could

effectively improve the precision for sentence emotion prediction for different emotion cat-

egories. The length of each box corresponds to the variance of macro precision scores in

the 5-fold cross-validation. We find the integrated model “C-G-D” also achieves smaller
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Figure 6.4: MicroF score for single and integrated models from 5-fold cross validation
experiment.

variance in macro precision than “C-G”, which suggests that the integration also makes

the emotion prediction more stable.

Figure 6.6 shows the summarization of the micro precision scores for sentence emotion

prediction from the 5-fold cross-validation. Because micro averaging ignores the emotion

category and only considers the correctness of predictions, we can use micro precision to

evaluate the overall accuracies for these emotion classifiers. Again, we find the integrated

model “C-G-D” achieves the highest median micro precision, and the other integrated

models “C-G”, “C-D”, and “G-D” also achieve substantially improvements in their micro

precisions. These comparisons indicate that the integrated models could generate more

accurate sentence emotion predictions, even without considering the emotion categories.

The length of the boxes for the integrated models are also smaller than the box length for

single models, which also indicates the more stable predictions in the integrated models.

We plot the macro recalls from the 5-fold cross-validation for the single and integrated
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Figure 6.5: Macro precision for single and integrated models from 5-fold cross validation
experiment.

models in Figure 6.7. The macro recall evaluates the averaged ratio of correctly predicted

emotions among the number of original emotions, for different emotion categories. We find

that the integrated model “G-D” achieves the highest median macro recall score among all

the integrated and single emotion prediction models, and the integrated model “C-G-D”

gets a very close macro recall score to the “G-D” model, and the single model L-LDA also

achieves very promising macro recall score. The comparison indicates that the integrated

model, by incorporating the predictions from single models, also renders the averaged

macro recall scores. However, we can still get improvements by integrating models, as the

“G-D” model. The length of macro recall box-plots suggests the integrated model “G-D”

achieves the most stable emotion prediction among all the integrated and single emotion

prediction models.

Finally, in Figure 6.8, we plot the micro recall scores from the 5-fold cross-validation

for the single and integrated models. We can observe an evident improvement of the
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Figure 6.6: Micro precision for single and integrated models from 5-fold cross validation
experiment.

median micro recall score by combining the single models to the integrated models. Like

the macro recall score plot, the “G-D” integrated model achieves the highest median micro

recall among all models, and the “C-G-D” integrated model also achieves a very closed

median micro recall. Unlike the macro recall score plot, the “C-D” integrated model

achieves the highest stability in the micro recall for emotion prediction. By looking into

the length for different box-plots, we are able to conclude that the integration of multiple

models could generate more stable micro recall scores than the single models.

The detailed median evaluations are reported in Table 6.1.

We first evaluate the emotion prediction with single models. The LGR model gets the

best Hamming loss score of 21.55%, indicating that by just considering the local bag-of-

word feature in a sentence, a multi-label probabilistic model could on average correctly

make predictions for around 6.3 emotion labels out of the K = 8 labels. Compared to the

conflicts in human annotations, all the reported error rates are acceptable. The Hamming
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Figure 6.7: Macro recall for single and integrated models from 5-fold cross validation
experiment.

loss evaluates the error rate for both positive and negative predictions, while the averaged

Precision and Recall scores suggest the quality of the positively predicted emotion labels

in each sentence. The CRF model achieves the highest average Precision of 46.74%, and

the L-LDA model gets the best average Recall of 63.44%.

These results suggest that the context-sensitive word emotions from a CRF model

help predicting emotions with fewer positive errors, while the emotion-related topics help

the L-LDA model to recognize more subtle emotions in the sentences. We use the micro

SVM CRF LGR L-LDA C-G C-D G-D C-G-D

hloss 22.62 23.97 21.55 25.42 21.69 22.98 21.77 21.23
Precision 38.80 46.74 46.63 41.85 49.66 48.28 49.79 51.97
Recall 44.92 56.86 62.81 63.44 64.40 63.06 66.47 64.87
MicroF1 42.32 45.95 51.93 47.27 51.56 49.13 52.35 52.32
MacroF1 35.97 38.76 43.77 40.70 44.31 42.02 44.91 45.16

Table 6.1: Result of single, Bi-integration and Tri-integration by the different evaluation
methods.
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Figure 6.8: Micro recall for single and integrated models from 5-fold cross validation
experiment.

and macro-averaged F1 scores to evaluate the overall performance of emotion prediction,

by either distinguishing the emotion categories or not. The LGR model achieves the

highest MicroFscore (51.93%) and MacroFscore (43.77%) among all the single models.

We also notice that the MicroFscore are around 7%-8% higher than the MacroFscore for

the sentence emotion prediction from different models, which implies that there might be

distinguishable gaps in the F1 scores for different emotion categories. In Figure 6.9, we plot

these F1 scores from the single and integrated models. All emotion classification models

render higher average F1 scores in Love, Anxiety, and Sorrow, but get much lower average

F1 scores in Anger and Surprise. This observation further suggests that the difficulty in

predictions for different emotion categories varies significantly.

By integrating the probabilistic results from the single models, we construct a series

of integration models (including Bi-integration and Tri-integration) for the multi-emotion

prediction. Table 6.1 shows the evaluation scores of these models. All the Bi-integrated
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Emotions
Word emotion count Sentence emotion count
V alid Test Train V alid Test Train

Sorrow 2014 2068 5780 1236 1237 3570
Surprise 257 320 885 166 152 518

Joy 2723 2766 8118 981 947 2916
Expect 1553 1503 4527 700 711 2181
Anxiety 3051 3155 9323 1501 1565 4568
Hate 1418 1405 4306 530 492 1538
Love 6135 549 18485 1799 1808 1019
Anger 559 6236 1699 329 336 5417
Total 17710 18002 53123 7242 7248 21727

Table 6.2: The occurrence of emotions in each category in the three sets.

models “C-G”, “C-D”, and “G-D” acquire better performance compared to the component

models, by considering the Precision, Recall, MicroFscore and MacroFscore. And by

integrating the three models together, denoted as “C-G-D”, we get even better emotion

predictions. Finally, compared to the base line SVM model, our models achieve much

better performance.

To further examine the results of multi-emotion predictions and compare the difficulty

in predicting different emotion categories, we report the F1 score of emotion classification

for each emotion label in Figure 6.9.

For both single and integrated models, we find that the F1 scores for Love, Anxiety,

and Sorrow predictions are higher than other emotion predictions, while the Surprise and

Anger predictions yield the lowest F1 scores among all the emotion predictions. The

difference of classification difficulties among the basic emotions lies in the nature of the

human emotions. For one reason, a great number of emotional words and phrases convey

two or more negative emotions at the same time, which makes it impossible even for human

to annotate. Take the following sentence as an example:

Sentence :I can’t stand him cheating on me.

One corpus annotator labelled the word “cheating” with emotion of “Anger”, while

others labeled with “Hate” or both of them.

For example, by analyzing the emotion distribution among sentences and words in

the emotion corpus, we find a significant imbalance among the number of emotion labels.

Table 6.2 counts the occurrences word emotions and sentence emotions in the Training

(Train) set, the Validation (Valid.) set, and the Test set, respectively, in which the words
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Figure 6.9: F1 score of each emotion category for single and integrated models from 5-fold
cross validation experiment.

and sentences can express multiple emotions at the same time. It can be inferred that some

emotions like Surprise and Anger are less frequently expressed. In this case, increasing the

number of corresponding emotional samples would help improving the prediction results.

Finally, by a horizontal comparison among the F1 score from different models, we also

observe a rising trend of F1 score from single models to the Bi-integration models and to

the Tri-integration model.



Chapter 7

Conclusion and Future Work

7.1 Summary of Sentence Multi-emotion Analysis

In this study, we propose three probabilistic models to predict the multiple emotion labels

in sentences. Each model considers the emotion prediction from a particular perspective.

We device the data source (Ren-CECps) into three sets which are training set, test set and

validation set. We train language models on training set, and select threshold for word

and sentence respectively on validation set, and finally evaluate effectiveness of the single

methods and our Bi-integration and Tri-integration.

In the first perspective, we propose to predict sentence multi-emotion under consider-

ation of the emotion-related topics. Since there are not so many words in the sentence,

we have to pay attention to the effectiveness of topic extracted from sentences. More-

over, we try to find the relation between topic and emotion. Therefore, instead of Latent

Dirichlet Allocation (LDA) which is a unsupervised machine learning method, we deter-

mine to choose the developed method of LDA named Labeled Latent Dirichlet Allocation

(L-LDA) which is a supervised machine learning method to construct topic model. We

map each topic to emotion tags, and succeed in construct the relation between emotions

and sentence topics. The L-LDA model concludes the emotion labels by learning a se-

ries of emotion-related topics from a training corpus. Finally, we construct the sentence

emotion vector in which each element is probability value representing the possibility of

corresponding emotion existing in sentence.

In the second perspective, we predict sentence multi-emotion under the consideration

62
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of contextual information. Conditional Random Field (CRF) is best choice for us to

employ, because the CRF annotate each token by calculate the relation of adjust sentences.

Firstly, we use the CRF to recognize the words emotion in sentence. Each word is assigned

with nine emotion tags (including eight emotion categories and No-emotion tag) with the

corresponding probability. We view No-emotion tags in sentence are the confusing items,

so we select threshold to filter them on the validation set, and construct the word emotion

vector. For building the sentence emotion vector, we accumulate the sentence emotions

from the context sensitive word emotions by multiplying relative entry of word emotion

vector of words within sentence, and normalize them by smoothing method for keeping

them comparable, since every sentence has different length, in other words, the number of

words are different in every sentence.

In the third perspective, we explore contribution made from the local bag-of-words. We

implement multi-emotion prediction by using Logistic Regression (LGR). Since the LGR

is the binary classification model, we have to train eight LGR classifiers by one-verse-all.

We build the sentence emotion vector by combination of the probability of each positive

label in binary classification.

We implement the Bi-integration and Tri-integration by multiplying the same entry of

the emotion vectors calculated from L-LDA, CRF and LGR respectively. To determine

the multi-emotion in sentence, we compute emotion-specific threshold for each emotion

category on validation set. If the probability is bigger than the corresponding emotion-

specific threshold value, we think the emotions exist in sentence.

We employ different evaluation methods to compare and examine the multi-emotion

prediction results from single and integrated models. The Hamming loss scores indicate

an acceptable error rate in our emotion prediction results compared to the consistence in

human annotations. The average Precision, Recall, and the Micro- and Macro-averaged

F1 scores evaluate the quality of the positively predicted emotions in the sentences. By

comparing these scores among single models, we observe that the word emotion based CRF

model generates fewer false positive errors compared to the others (higher Precision),

while the emotion-related L-LDA model recognizes a lot more subtle emotions (higher

Recall) and the highest F1 scores. By evaluating the predictions from the integrated

models, we get even better performance. The integration of each two models achieve much
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higher Precision, Recall, and averaged F1 scores compared to the component models. The

integration of three models achieves the best Precision, Recall, and Micro-averaged F1

scores.

Besides, we further analyze the detailed classification results for each emotion category.

The comparison of the F1 scores for emotion prediction in different emotion categories

suggests that there exist significant differences in predicting different emotions, regardless

of the models we employ. We predict from an observation of the emotion corpus Ren-

CECps that the inherently lower expression frequencies in some emotions could be an

important reason of the reduced performance in these emotion categories. Nevertheless,

the promising results prove that our integrated methods (including Bi-integration and

Tri-integration) achieve better performance than the single methods.

After the box plots figure, we realize that the result of CRF based sentence multi-

emotion make a great fluctuation in the 5-fold cross-validation. Two probable points we

summarized are the imbalance of emotion distribution and direct use of factor product. We

implement 5-fold cross-validation by dividing data source into five parts randomly. Three

parts for training, the rest two for validation and test respectively. The sentences from

documents in Chinese emotion corpus (Ren-CECps) are collected manually by different

annotators, so the documents in corpus differ in many kinds of linguistic styles. Some

documents tell story, some documents describe the daily news, while some documents

share writers’s feeling. For this reason, there is a great distinction of the number of

emotions and emotion categories between documents in various linguistic styles. On the

other hand, we build the sentence emotion vector by factor product from the accumulation

of word emotions of all emotional words in sentence. We didn’t use any weight for emotion

categories, just considered that each emotion category made the same contribution to the

sentence emotions. In fact, as we know, sentence has polarity, namely positive or negative.

If we take the polarity into account, the result may get further development.

7.2 Future Work

Predicting multiple emotions from the text is still a new and challenging task. In this study,

we have investigated the local bag-of-words, context-sensitive information and global lan-
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guage features to solve this problem. In the future work, we will introduce some emotion-

specific weight under the consideration of sentence polarity and explore some method to

deal with the imbalance of emotion distribution. Moreover, We believe that the text emo-

tion recognition is a deep-level language understanding, and the human emotions can be

better predicted by relating the natural language processing techniques, the widely existed

common sense knowledge, and the psychology studies in the future.
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