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Abstract—In recent years, as WSNs (Wireless Sensor Net- In addition, as WSNs are diffused widely, multiple over-
works) are diffused widely, multiple overlapping WSNs con- |apping WSNs constructed on the same area become more
structed on the same area become more common. In such acommon, In such a situation, cooperation among the WSNs
situation, their lifetime is expected to be extended by cooperative ¢ | twork lifeti h b tudied 18] 91 110
packet forwarding. Although some researchers have studied 0 pro 9”9 networ |_e Ime has been Sl_J ied [8] [ ]_ [10].
about Cooperation in mu|t|p|e WSNS, most of them do not ASSUm|ng that each sink of WSNs has a different IOC&UO”, the
consider the heterogeneity in characteristics of each WSN such heavily loaded area is also different. In this case, cooperation
as battery capacity, operation start time, the number of nodes, of multiple WSNs may be able to improve the network lifetime

nodes locations, energy consumption, packet size and/or dataof each WSN by load balancing all over the WSNs [11] [12]
transmission timing, and so on. In a heterogeneous environment, [13]

naive lifetime improvement with cooperation may not be fair. ) .
In this paper, we propose a fair cooperative routing method ~ Note that even in a case where multiple WSNs are con-

for heterogeneous overlapped WSNs. It introduces an energy- structed at the same place, they operate their applications
pool to maintain the total amount of energy consumption by jndependently and they have heterogeneous characteristic fea-
cooperative forwarding. The energy pool plays a role of broker v o5 However, most of the existing studies do not consider
for fair cooperation. Finally, simulation results show the excellent his | = N if b biliti f d
performance of the proposed method. this issue. For instance, if battery capabilities of sensor nodes
in each network are different, in order to cooperate in a
profitable way, we need to consider some parameters, such
as their energy consumption rate, not only their remaining
battery. Otherwise, it is possible that certain WSNs prolong
I. INTRODUCTION their lifetime but others shorten their lifetime. Since their

R ECENTLY, wireless sensor networks (WSNs) have rea_pplications are different, data sending interval and/or packet

ceived much attention as a means for collecting arxFe MaY be also different. Hence, for fair cooperation, it is

utilizing data from real world. The number of WSN appli."€cessary to consider the total number of times that the node

cations has been increasing widely and the application ral
is expected to spread [1] [2].

Index Terms—sensor network, cooperative routing, fairness,
heterogeneous environment, load balancing

ve forwarded a packet, instead of focusing on each packet
rwarding only. Furthermore, operation start time, the number

A WSN is a network composed of a large number of sens P nodes and/or sensing area of each network may be also
nodes with limited radio capabilities and one or a few sin ffererrll_t. ider the h v of K
that collect data from sensor nodes. Generally, sensor nodeg1 this paper, we consider the 'eterogenelty ° qetwor S
are powered by small batteries, hence, the energy consump propose a fair cooperatl\_/e routing method,_to avoid unfair
in operating a WSN should be as low as possible. Sorifaprovement only on certain networks. We introduce one

methods for prolonging network lifetime are required in wsng @ few shared nodesthat_can use _multiple channels to
[1] [2] [3] relay data packets. Assuming that sinks and shared nodes

can communicate with any WSNs here, different WSNs can

cooperative routing with each other since shared nodes
Qw sensor nodes to forward data from another WSN as the
ction of interchange points among respective WSN planes.
en receiving a packet, a shared node selects the route to
nd the packet, according to proposed route selection meth-
s. This cooperation prolongs the lifetime of each network
ually as possible.

Although all sensor nodes generate an equal amount
data packets in a WSN, nodes around a sink have to re
more packets and tend to die earlier than other nodes bec
the energy consumption of sensor nodes is almost comple
dominated by data communication rather than by sensi
and processing. Hence, the whole network lifetime can B
prolonged by balancing the communication load at heavigfi
loaded nodes around a sink [4]. This issue is callecetiergy q
hole problem[5] [6] and is one of the most important issues

for WSNs. There are numerous studies about load balancing Il. RELATED WORK
for WSNs such as clustering [7]. A. Traditional Approach for Longer Lifetime
K. Kinoshita is with Tokushima University, Tokushima, 770-8501 Japan Clustering [7] is one of the most famous methods because of
e-mail:kazuhiko@is.tokushima-u.ac.jp. o its good scalability and the support for data aggregation. Data
N. Inoue and T. Watanabe are with Osaka University. . bi d k f ltiol d
Y. Tanigawa and H. Tode are with Osaka Prefecture University. aggregation combines data packets from multiple sensor nodes
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This reduces the transmission load and the total amourgtworks obtain some benefits by the cooperation. The authors
of data. In clustering, the energy load is well balanced Hgrmulated the cooperation problem among different WSNs
dynamic election of cluster heads (CHs) [14]. By rotating thes a cooperative game in game theory. In VCB protocol,
CH role among all sensor nodes, each node tends to exp#mel energy consumption of data communication is used as
the same amount of energy over time. Nevertheless, as withsts. When the cost gets higher, the payoff of a network gets
usual multihop forwarding, a CH around a sink tends to havewer. A sensor node and another node that belongs to another
higher traffic than other CHs. As a result, nodes around sinketwork forward a data packet coming from the other side,
die earlier than other nodes, even in clustered WSN [15]. only if both networks can obtain the higher payoffs than no

In general, a single WSN has a single sink. The amount odoperation scenario. The simulation results showed that the
traffic increases around the sink, therefore nodes around ¥HeB can save transmission energy betw@efo and30% in
sink tend to die earlier. This is called energy hole problera. certain environment.
Moreover, in a large-scale WSN with a large number of sensor
nodes, the energy hole problem is more serious. Then, sogeproblematic Issues
rgslf archerskhave proposed colnlstlruct'lokn methods of muldtlpIeAS discussed above, we assume that multiple WSNs are
err; dr}\?mnl\/e c:jr iztE)l?a] f[;v?v].cllzsa}ter?su tg)ei'ss(')? n\(/)\(ljsezl’vii?rr:iio;r::?useaeployed by different authorities in the same area. Those
are connected with one sink .which belongs to that cIustWSNS operate different applicatiqn; independently, hence,
In contrast o a single-sink W'SN in which nodes around t;}?ﬁ'ey have.heteroge.neous characteristics, such as battery capac-
sink have to relay data from aIm’ost all nodes, nodes arou lq operation start_nme, the num_ber of nodes, nodes Iocafuorjs,

. ' ergy consumption, packet size and/or data transmission

each sink relay smaller amount of data only from nodes th[ ing. However, most existing cooperation methods do not

are in the same_cluster. Therefore, the communication Ioadc%nsider this heterogeneity. For instance, when batteries ca-
nodes around sinks can be reduced. However, there are s%'fg
0

roblems such as how to determine the optimal location lties on sensor nodes are quite different by a WSN, a
Zach sink and the optimal number of sinks P perative routing method based on residual energy is not

appropriate since a WSN which has the maximum battery
capacity always forwards packets from other WSNs. As a
B. Cooperation between Multiple WSNs result, although certain WSNs prolong their lifetime, the other
§Ns may shorten their lifetime. In such a situation, fairness
cooperation is a highly important issue.

In this paper, we aim to improve all WSNs lifetime by fair
operative routing in a heterogeneous environment, avoiding
proving the lifetime of only certain WSNs.

In existing studies, most researches assume that a sin
network is deployed by a single authority in the sensing are
However, as WSNSs get utilized more widely, multiple WSNs
tend to be deployed in the same area. For instance, in the
some different networks of cameras by different authoritidd'
such as police, highway patrol, and local city authorities are
deployed on the same roads [18]. Recently, some researchers
have proposed the cooperation method of multiple WSNs fh Assumed Environment
such situations. In this paper, we assume the following environment.

When multiple WSNs are constructed in close proximity, In a sensing fieldm different WSNs are constructed, and
they can help each other by forwarding data so that alifferent applications are operating on each WSN indepen-
networks involved benefit from collaborative effort. In [11]dently. Figure 1 shows an example where two WSNs are
the potential benefits of cooperation in multiple WSNs areonstructed. If heavy loaded nodes are in different places
investigated. The authors formulated the system model wilmong the WSNs as indicated in the example, it is possible
objective function and a set of problem constraints. Thethat data packets via heavy loaded nodes are forwarded by
a linear programming framework is used to solve the opther nodes in another WSN. However, each network adopts
timization problem. Since their goal is to investigate thdifferent channel, hence sensor nodes are unable to commu-
maximum achievable sensor network lifetime with differenticate with a node belonging to another WSN. To overcome
multi-domain cooperation strategies, optimization objective this limitation, ¢ shared nodes, which are high-end nodes with
network lifetime, which is defined as the time when the firghulti-channel communication unit, are deployed in the area.
sensor node in a network exhausts its battery and dies. Tieared nodes and sinks are able to communicate with any
authors also investigated the cooperation in multiple networkedes belonging to all WSNs.
that are deployed slightly different location [12]. Sensor nodes consume their energy only by communication,

Some researchers have addressed the cooperation probddiich is a reasonable assumption in sensor networks with
with using a game-theoretic framework [20] [21]. It is assumesimple sensors. Sinks and shared nodes have sufficiently large
that a WSN has a rational and selfish character and will orthatteries or power supply. We define the WSNs' lifetime as the
cooperate with another network if this association provideisne when a first sensor node depletes its all battery energy.
services that justify the cooperation. For heterogeneity, the battery capacity of a sensor node,

Virtual Cooperation Bond (VCB) Protocol [20] is one ofthe number of nodes, nodes’ locations, energy consumption
the game-theoretic approaches. It is a distributed protocol thgt communication, packet size, data transmission timing and
makes different networks to cooperate, if and only if all theperation start time are different by each WSN. Note that the

IIl. PROPOSEDMETHOD
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sensing area is the same in all WSNs since we aim at theA shared nodes;, (1 < k < ¢), hasm routesR}, to the

cooperation in overlapped multiple networks. sink BS; via network NV; (1 <1 < m). Hence,s;, selects one

of the m routes whers;, receives a data packet from network
. If i £ 1, N; rents the energy resource froivy.

Heavy loaded WSN1 Moreover we defingoute lifetime L; as the estimated

Sinkl lifetime of the routeR . The detailed def|n|t|on is as follows.
LR;;-,I, = mIJr»lEIII% Ly; (5)

Eq. (5) means thaLRiM is the minimum lifetime among the
nodes being contained in roufe,,.

C. Route Discovery

Each sensor node creates its routing table based on a routing
protocol. In this paper, we used ad hoc on-demand distance
vector (AODV) [19] as a routing protocol, because AODV was
developed for wireless ad hoc networks and was adopted for
some WSN protocols such as Zigbee [22] and ANT [23]. In
B. System Model route discovery, each sensor node discovers its routes not only
0 the sink in its WSN but also to all the other sinks in the

fferent WSNSs for opportunities to forward data packets from
nodes in different WSNs to their sink. Therefore, the routing
table of each sensor node hasroutes corresponding to each

Fig. 1. Two WSNs deployed at the same area

In this subsection, we formulate the overlapped WS
model for fair cooperation routing.

In a sensing field,m different WSNs Ny,--- , N,, are
constructed, and each netwoi;, 1 < 7 < m, has a set of sink in all WSNSs.

;Jan;que zﬁgf:(; f;l%?sii - {n“’gig'é;gé\’s’t‘% iﬂg 2‘2:”:” A shared node discovers its route with a slightly different
WS’N;] are able to usg the’ss;aq shared nodes as rela ﬁod n}echanism. A shared node createsroutes viam different

; y SWENs to a sink. There ane sinks, in total, corresponding to
packet forwarding.

m WSNSs. Therefore, a shared node has< m routes.
For guaranteeing the lifetime improvement by the coopera- In AODV route discovery, each node chooses a route that

tion, we definenetwork lifetimeL;, the estimated lifetime of has the minimum number of hops to the sink. However, the

Ni, is obtained by Eq. (1). proposed method uses not the number of hops but a cost
Li= min L;; (1<j5<|N). (1) calculated by simple accumulation, so that more routes are
mig €N established via shared nodes. This is because different WSNs
L;; is the estimated lifetime of the sensor nadg here. We can be used only via shared nodes as alternative routes.
call it node lifetime In other words, the estimated lifetimeSpecifically, we setl as the cost of going through a sensor
of a WSN is a minimum estimated lifetime of its all sensofode and we set(0 < = < 1) as the cost of going through
nodes. Each sensor node measures its own energy consumpii@hared node. When each node discovers a route, it chooses
during specific timer and calculated.;; by using it. Lete;;; a route that has the minimum cost calculated as the sum of
be the remaining energy of node; at timet, then, energy traversing nodes. Another advantage of the proposed route

consumption per unit time is described by discovery is that using shared nodes, which have sufficiently
€ijt — €ij(t4+r) 5 large battgries or power supply, is expected to reduce power
j ’ consumption of other sensor nodes.
and L;; is represented by Eq. (3).
T D. Obtaining Lifetime Information
Lij = eijiqry ————— ®3) : o . ,
€ijt — €ij(t+r) For cooperation considering the fairness among multiple

WSNs, shared node, maintains estimated lifetime infor-
mation, network lifetimeZL;, minimum Ilfet|meL? and route
time Ly . We explain how to obtain these information as
WS.
At the time of transmitting a data packet, sensor node
n;; adds the values of itsietwork lifetime L; and route
lifetime Lpi to the MAC frame header of the packet. If the
0 T
L} =ejj; —— (4) node does 'not have any information aetwork lifetimeor
€ijo = Cijr route lifetimeyet, for instance at the time immediately after
LY is also exchanged and updated among sensor nodweating or updating the route, its owrode lifetimeL;; is
Specific updating procedure &f andL? is explained in Sect. added alternatively. Each node updates these information by
3.4. overhearing data packets from other nodes. Specifically, when

By exchangingL;; periodically among neighboring nodes,
each node updates;. In addition,minimum lifetimeL?, the '
estimated lifetime in the case of no cooperation, is calculatgﬁ"
by each sensor node. Specifically, each WSN operates with
any cooperation from time=0to ¢t =0+ 7 = 7, and after
the duration,L! is calculated by Eq. (4).
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noden;; overhears a data packet, it compares the value of
the network lifetimein the data packet and,; in its own
information, and updates its owh,; to the smaller value
between them. In addition, if the packet is from a node
which is contained inR;'-i, the route fromn;; to BS;, it
checks the value ofoute lifetimein the packet header, and
updates itgoute lifetimeby the smaller value as in the case
of updatingL;. After that, the overhearing node discards the
packet immediately if the destination of the packet is not itself.
As we mentioned in Section 3.8etwork lifetimefor the time

0 to 7 is represented asinimum lifetimeL?. To obtain this
value, each node updates itsnimum lifetimewith the value

of network lifetimeon an overheard packet, from the time

to 27. Figure 2 describes this mechanism to obtain lifetime

[
° ¢ B
kL o
A Sink 1 @ Shared node
Sink2 | . Regular route
@ Nodes of WSN 1 Route on
Nodes of WSN 2 another WSN

information.

[ Receive a data packet ]

X YE:
From previous hop?

NO

Send a packet
to the next hop

Minimum lifetime on

s own value?

the packet is smaller than

Update network lifetime |

| Update minimum lifetime

From a node on the
route to the sink?

Route lifetime on
the packet is smaller thap
its own value?

| Update route lifetime

|

[ Discard the packet

Fig. 2. Obtaining lifetime information

NO

E. Cooperative Data Forwarding

Since a sensor node has a single route toward the sink inWhen a shared node, receives a data packet, if it has
its WSN, it forwards a data packet immediately to the nexnultiple available routes to the sink, it compares Eeergy-
node on the route. On the other hand, a shared npdeas Pool P, of each networky;, and selects the route that has
m routes for the sink vian networks, therefore it can chooseminimum P. Let R}, denote the selected route from shared
an appropriate route for data forwarding.

Since the lifetime of WSN depends on the lifetime of theetwork NV, which the R}, belongs to is increased, and,
energy-bottleneck nodes in the WSN, cooperative data packes Energy-Poolof the network N; which the source node
forwarding via alternative nodes belonging to another WSbklongs to is decreased. The amount of increase and decrease

Fig. 3. Example of the cooperative routing with a shared node in two WSNs

instead of the bottleneck nodes is expected to improve the
lifetime of the WSN. An example is described in Figure 3.
Here, the sensor nodes of WSN 2 between the shared node
and sink 1 can forward data packets to sink 1 for WSN 1 as an
alternative route on another WSN. However, if the alternative
nodes are also bottleneck of their WSN, the lifetime of their
WSN would be shortened. To avoid this result, a shared node
is able to choose the alternative route only if the alternative
nodes are not bottleneck. That is, the condition that packet
forwarding from the shared nodg to the sinkB.S; in WSN

i via route R}, of WSN [ is available can be formulated as
follows.

Ly > LY ©)

By this condition, lifetime reduction of each WSN by forward-
ing packets from other WSNs is avoided, and the improvement
of WSNs lifetime is guaranteed.

As explained in Section 3.3, a shared node has multiple
routes to the sink, hence an algorithm to select an appropriate
route is needed. We propose fair cooperative methods with two
route selecting algorithms. The first one is nankRedl-based
selecting. We resemble the cooperative forwarding to debt
of energy resource. Shared nodes maintainEhergy Poal
the total amount of energy consumption used by cooperative
forwarding, continuously. When a nodg; in V; forwards a
packet from another network/,, the Energy-Poolof N; is
increased and that oW, is decreased. By selecting a route
based on the value dEnergy-Pool the cooperation with the
fairness of energy consumption is achieved in a heterogeneous
environment. In addition, this method is able to balance the
energy consumption by cooperation even if each WSN starts
to operate from different time.

node s; to sink BS; via N,. P,, the Energy-Poolof the
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AP is the energy consumption by packet forwarding fregn node that cannot communicate with its sink as a dead node, in

to BS;. It is obtained by Eq. (7). spite of its remaining battery. The maximum value of receiving
rate is1.
AP = hR}iu(E’”” + E) @ In this simulation model, we set the node configurations

hRi iS the hop count OrR;cv' ETU and Etv are reception using datasheet a.nd information prOVided by MEMSIC [25]
and transmission energy cost per a packefonrespectively. We simulated four WSNs, WSN, WSN 2, WSN 3 and
Figure 4 shows the flow chart dPool-basedroute selection WSN4 as follows. Each WSN had 49 nodes based on a random
at the time when a shared noslereceives a data packet fromtopology. The sensing field was80 m x490 m square. The
N,. PHY model was IEEE02.11b and its data rate was Mbps.

The maximum range of radio transmission for each node was
150 m.

Each sink was located at each corner of the field. A shared
node was placed at the center of the field. Each nodetdént
bytes data packets asynchronously at intervalsO0oeconds.

We assumed that sinks and shared nodes had a sufficiently
large battery, and that their battery capacities were unlimited.
v We setz, the cost of using a shared node, ®. To give

[Receive a packet from Nu]

Are there available
routes via another

i‘:'@ﬁicahrg;;enfi?“mum |_Select the route on A, opportunities for cooperative forwarding to sensor nodes fairly,
Energy Pool. all nodes deleted their route entries and discovered new routes
at intervals of720 minutes.
‘ Increase Pool on N, ‘ We evaluated two proposed methdehol-basedand Life-

Decrease Pool on N,

based For comparison, we simulated an environment where
four WSNs were operated independently without any cooper-

[ sendthe packet Jo ation. In addition,Energy-basednethod was also evaluated
as a conventional method. It just focuses on prolonging total
Fig. 4. Pool-basedroute selection lifetime but ignores the fairness among WSNSs.

The other is namedLife-basedselecting, that selects theB. Simulation Results

route with maximunroute lifetime In contrast to théenergy- 1) Scenario 1: heterogeneous battery capacifys a ba-

basedroute selection that considers only remaining energy. eyajyation for heterogeneity, sensor nodes have different
on the nodes|.ife-basedis focusing on the traffic loads by battery capacity by a WSN. WSN has the largest capacity

estimating theoute lifetime Therefore, it is expected that the_ 4 \wSN4 has the lowest. We set the battery capacity of a

heavy-loaded nodes balance their loads to other network nodlgsie in WSN1 to 1. and the capacity ratio is represented as;
and it leads to a longer lifetime. Figure 5 shows the procedWg o 71 - 117 SN2 - TWSN3 : WSNA — 1:0.75: 0625 : 0.5.

of the Life-basedroute selection. Note that each node does NOT need to know the initial
capacity of nodes in other WSNs. All each node has to know

(Receive a packet from N, is its own initial capacity for operating the proposed method
properly.
Are there available
routes via another 1.00
A 4

Select a route which has ‘ Select the route on N, 0.95 R
Maximum route lifetime °
l ©
o

[ Send the packet ]47 g 0.90 b
3
[$]
(5}
o

. . . 0.85 b

Fig. 5. Life-basedroute selection Pool-based =
Life-based »
Energy-based
No Cooperation
0.80 ‘ ‘

2000 4000 6000 8000
Elapsed time [min]

IV. PERFORMANCEEVALUATION
A. Simulation Environment
We evaluated the performance of the proposed method W,gB 6. Receiving rate on WSN 1
the network simulator QualNet.1 [24]. We observed the

receiving rate, which is the rate of sensor nodes that send dat&igures 6-9 show the receiving rate as a function of elapsed
packets to their sinks successfully. Therefore, we countedime for each WSN. They are averaged over 10 trials. We
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Fig. 8. Receiving rate on WSN 3
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Fig. 9. Receiving rate on WSN 4

can see thaPool-basedand Life-basedcooperation extend
the lifetime of W SN1 in Fig. 6. Especially,Pool-based
achieved dramatic improvement. On the other hdfkrgy-
based cooperation degraded the lifetime @V SN1, since

Energy-baseda shared node always selects the route that has
the maximum residual energy. Therefore, in this scenario, the
route vialW SN1 forwarded a lot of packets from other WSNs
and WSN1 consumed much more energy than any other
WSNSs. As a result, the lifetime diV.SN1 was shortened. To
the contrary, ofPool-basedthe route via each WSN forwarded
the almost same amount of data packets. HeH¢S N1 was
also able to improve its lifetime. Olnife-based since a shared
node compares the estimated lifetime of the routes, the heavy-
loaded nodes tend to be avoided even if they belongs to
WSN1. In Figs. 7, 8 and 9, we can see both the proposed
method and conventional method improved network lifetime.

For evaluation, we define the—Ii fetime as the time when
the receiving rate has fallen belawon a WSN. We also define
life improving ratio, which is represented hy — lifetime
on the method divided by — lifetime in no cooperation
scenario.

Figure 10 shows the average life improving ratio in 4 WSNs
for each method as a function of All methods extended the
network lifetime by cooperative forwardings. In most of other
range than close to 1, specifically,ife-basedandPool-based
achieved greater benefits th&mergy-based

1.35

1.30 | /_/-/

1.25 L v/_’-’ 3
1.20 W
115 | 1

110 |

Pool-based
1.05 ¢ Life-based
1,00 Energy-based ===

1 095 09 08 08 075 0.7
a

Average of Life Improving Ratio

Fig. 10. Average of life improving ratio in 4 WSNs (scenario 1)

Since the networks have different battery capacities, the
lifetime of them without cooperation are also different. Even
if the total amount of extended lifetime is equal, the life
improving ratio may take a larger value with smaller battery
capacity. Hence, for confirmation, we present the total amount
of extended lifetime in 4 WSNs in Figure 11. We can see
slightly different behavior from Figure 1®ool-basedmethod
achieved the maximum improvement in all range, since it
cooperated more aggressively thaife-basedmethod.

In addition, Figure 12 shows the variance of life improving
ratio in 4 WSNs for each method. Obviously, the variance
on Pool-basedis remarkably small. This result impliéool-
basedmethod achieved fair cooperation in a heterogeneous
environment. The energy-pool successfully plays a role of
broker for cooperation.

2) Scenario 2: heterogeneous data transmissidve eval-
uated the 4 WSNs that send data packets in different timing.

WSN1 has larger battery capacity than any other WSNs. On this scenario, WSN1, WSN2, WSN3 and WSN4 send a
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Figure 13 shows the averaged lifetime improving ratio over
4 WSNs in scenario 3Pool-basedcooperation achieved the
maximum lifetime improvement.
1200 | 1 Moreover, in Figure 14, we can see that the proposed
methods obtained quite smaller variance than the conventional

1400 | d

1000 |
method also in scenario 3. Note that the variancePobl-
800 basedcooperation is slightly larger than in scenario 1, since
600 T a network that started operating at earlier time has more
400 | | opportunities to cooperate than others. We can see this fact
Pool-based = in Figure 14.
200 1 Life-based 1

Energy-based ===

Amount of Extended Lifetime [min]

1 095 09 08 08 075 0.7 L 1.25
o & ~—/
2 1.20 1
>
Fig. 11. Total amount of extended lifetime in 4 WSNs (scenario 1) g 1.15
= .
QL
‘ ‘ 5 110 ¢
Pool-based s S 1
0.050 r Life-based (0]
Energy-based === 2> 1.05 Pool-based
0.040 5 Life-based
> Energy-based e
< 1.00 19y-ba; ‘ ‘ ‘

1 095 09 08 08 075 07

Variance of Life Improving Ratio

0.030
) a
0.020
Fig. 13. Average of lifetime improving ratio in 4 WSNs (scenario 3)
0.010
— R—
0.000 ‘ ‘ 0.040
1 0.95 0.9 0.85 0.8 0.75 0.7 : YT —
a 0.035 | Life-based )

Energy-based mte=

0.030 b
Fig. 12. Variance of life improving ratio in 4 WSNs (scenario 1)

e Improving Ratio

data packet every 10 minutes, every 7.5 minutes, every 625
minutes and every 5 minutes, respectively. These values Wé°re
not special. In this scenario, we intended to evaluate how tI’a‘ae 0.010
proposed method works in a case where each WSN colle&s ¢ 505
data in deferent timings. In other words, a WSN with larger
interval consumes its battery more slowly and may have 0'0001 0.95 0.9 0.85 0.8 0_‘75 0.7
to forward more packets from other WSNs unfairly. Other a
parameters are the same as scenario 1 except that all sensor
nodes in any WSNs have the equal battery capacity.
We do not present any graphs for the life improve ratio in
scenario 2 since the results are very similar to scenario 1. We
observed that the proposed methods extended lifetime of all V. CONCLUSIONS
WSNs fairly. Due to the non-uniform traffic modeling, partic- In this paper, we focused on heterogeneous overlapped
ular areas may get congested temporarily. But, the assumne@sor networks that were constructed at the same area. In
packet generation interval is long enough, so that collisiogsich a situation, it is expected that the lifetime of all networks
can be avoided by CSMA/CA manner. should be extended by cooperation in multiple networks.
3) Scenario 3: heterogeneous operation start tinhe:this However, since the existing methods do not consider the
scenario, each WSN starts its operation at different timeeterogeneity in each network, fairness in terms of lifetime
WSN1, WSN2, WSN3 and WSN4 start to work @t 1000, improvement is required. We proposed a fair cooperative
2000 and3000 minutes, respectively. Other parameters are tleuting method with shared nodes, with the aim to achieve
same as scenaridsand2, with the same battery capacity andair lifetime improvement in heterogeneous overlapped sensor
the same data sending interval. networks.

0.015

Fig. 14. Variance of lifetime improving ratio in 4 WSNs (scenario 3)
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Simulation results showed that the proposed method gx8] C. Efstratiou, I. Leontiadis, C. Mascolo and J Crowcroft, “Demo

tended the network lifetime. In particula?ool—basecbooper- Abstract: A Shared Sensor Network Infrastructure, ” Proceedings of the
8th ACM Conference on Embedded Networked Sensor Systems (SenSys

ation achieved quite small variance of lifetime improvement, .14 o, 367-368, 2010.
that is, it provided quite fair cooperation. [19] C. E. Perkins, E. M. Royer and S. R.Das, “Ad hoc On-Demand Distance

As a future work, we try to implement the proposed method ggct’?j; \(/Aeg]lg\e/z Egg:tling, " http://tools.ietf.org/html.draft-ietf-manet-aodv-
on an experimental system and evaluate its feasibility. [20] P. O. S. Vaz de Melo, F. D. Cunha, A. A. F. Loureiro, “A Distributed
Protocol for Cooperation Among Different Wireless Sensor Networks, ”
|IEEE International Conference on Communications (ICC '13), June 2013.
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