
A Study on Pedestrian Detection and Person
Re-identification Based on Different Features

張　国棟

A Thesis submitted to the University of Tokushima in
partial fulfillment of the requirements for the degree of

Doctor of Philosophy

2017

The University of Tokushima
Graduate School of Engineering

Information Science and Systems Engineering



Contents

1 Introduction 1
1.1 Pedestrian Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 The Research Problem in Pedestrian Detection . . . . . . . . . . . . 2
1.1.2 Pedestrian Detection method . . . . . . . . . . . . . . . . . . . . . . 5

1.2 Person Re-identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2.1 Video Structure Analyze . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.2 The method of Person Re-identificationn . . . . . . . . . . . . . . . . 11

1.3 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2 Background 14
2.1 Overview of Person Detection Theory . . . . . . . . . . . . . . . . . . . . . 14

2.1.1 Current Research of Pedestrian Detection . . . . . . . . . . . . . . . 14
2.1.2 Feature Extraction in Pedestrian Detection . . . . . . . . . . . . . . 15
2.1.3 Textural features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1.4 Hard Example Mining (SVM) . . . . . . . . . . . . . . . . . . . . . . 19
2.1.5 Hard Example Mining (LSVM) . . . . . . . . . . . . . . . . . . . . . 20
2.1.6 Fixed Resolution Model . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.7 Models with Fixed Resolutions . . . . . . . . . . . . . . . . . . . . . 21

2.2 Overview of Person re-identification Theory . . . . . . . . . . . . . . . . . . 22
2.2.1 Segmentation of Video Objects . . . . . . . . . . . . . . . . . . . . . 22
2.2.2 Key frame extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.3 Features Extraction from video objects . . . . . . . . . . . . . . . . . 23
2.2.4 Color Feature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.5 Color Histogram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.6 Color Moments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.7 Color Coherence Vector . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.8 Color Auto-Correlogram . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.9 Shape feature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.10 Spatial feature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.11 Traditional Color Space . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.2.12 Perception-based Color Space Histogram Feature . . . . . . . . . . . 30
2.2.13 SPM Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.14 Gaussian Color Model . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.2.15 Color Histogram Feature Extraction . . . . . . . . . . . . . . . . . . 34

3 Related Work 35
3.1 Pedestrian Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.1.1 Shape and Appearance Feature . . . . . . . . . . . . . . . . . . . . . 35
3.1.2 Classifiers and Learning Algorithms . . . . . . . . . . . . . . . . . . 36

i



CONTENTS ii

3.2 Person re-identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.1 Color Feature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.2 Metric Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4 Overview of Proposal Methods 39
4.1 The Methods for Pedestrian Detection . . . . . . . . . . . . . . . . . . . . . 39

4.1.1 Overview of the Pedestrian Detection Algorithm . . . . . . . . . . . 39
4.1.2 Multi-resolution DPM Algorithm for Pedestrian Detection . . . . . . 40

4.2 Methods for Re-identification of Persons in Real-life Video . . . . . . . . . . 42
4.2.1 Measuring Video Object Similarity . . . . . . . . . . . . . . . . . . . 42
4.2.2 An Overview of the Proposed System . . . . . . . . . . . . . . . . . 45
4.2.3 Color Histogram Feature Extraction . . . . . . . . . . . . . . . . . . 46
4.2.4 Histogram of Color Feature Similarity Measurement . . . . . . . . . 47

5 Evaluating the Pedestrian Detection and Person Re-identification 49
5.1 Evaluation of Pedestrian Detection . . . . . . . . . . . . . . . . . . . . . . . 49

5.1.1 Data set of Person Detection . . . . . . . . . . . . . . . . . . . . . . 49
5.1.2 Evaluation of Person Detection . . . . . . . . . . . . . . . . . . . . . 50

5.2 Evaluation of Person Re-identification . . . . . . . . . . . . . . . . . . . . . 50
5.2.1 Data Set of Person Re-identification . . . . . . . . . . . . . . . . . . 50
5.2.2 Evaluation Method of Person Re-identification . . . . . . . . . . . . 52

6 Experiments of Pedestrian Detection and Person re-identification 53
6.1 Experiment of Pedestrian Detection . . . . . . . . . . . . . . . . . . . . . . 53

6.1.1 The Result in INRIA . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
6.1.2 The Result in Caltech . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6.1.3 The Result in Part of Caltech . . . . . . . . . . . . . . . . . . . . . . 56

6.2 Experiment of Person Re-identification . . . . . . . . . . . . . . . . . . . . . 57
6.2.1 Experiment in Different Color Space . . . . . . . . . . . . . . . . . . 58
6.2.2 The SPM Histogram Experiment . . . . . . . . . . . . . . . . . . . . 60
6.2.3 The GMM Main Color Experiment . . . . . . . . . . . . . . . . . . . 61
6.2.4 Experiment on VIPeR Dataset . . . . . . . . . . . . . . . . . . . . . 62
6.2.5 Experiment on SARC3D Dataset . . . . . . . . . . . . . . . . . . . . 64

7 conclusion 66
7.1 Summary of Pedestrian Detection and Person Re-identification . . . . . . . 66



List of Figures

1.1 Pedestrians Detection Sample . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Pedestrians Detection Sample . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Pedestrians Detection Sample . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Pedestrians Detection Sample . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5 Pedestrians Detection Sample . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.6 Pedestrians Detection Sample . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.7 Pedestrians Detection Sample . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.8 Root Filter in DPM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.9 Root Filter in DPM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.10 The Problems in Person Re-identification . . . . . . . . . . . . . . . . . . . 9
1.11 The Problems in Person Re-identification . . . . . . . . . . . . . . . . . . . 11

2.1 The Problems in Person Re-identification . . . . . . . . . . . . . . . . . . . 28
2.2 The Problems in Person Re-identification . . . . . . . . . . . . . . . . . . . 29
2.3 SPM model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.1 Pedestrian Detection Processing . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2 Re-identificaiton System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3 Overview of Proposed System . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.1 Locations in Person Re-identification . . . . . . . . . . . . . . . . . . . . . . 50
5.2 Locations in Person Re-identification . . . . . . . . . . . . . . . . . . . . . . 51

6.1 The Result by Different Distance . . . . . . . . . . . . . . . . . . . . . . . . 54
6.2 The Result by Different Distance . . . . . . . . . . . . . . . . . . . . . . . . 55
6.3 The Result by Different Distance . . . . . . . . . . . . . . . . . . . . . . . . 56
6.4 The Result by Different Distance . . . . . . . . . . . . . . . . . . . . . . . . 57
6.5 The Result by Different Distance . . . . . . . . . . . . . . . . . . . . . . . . 58
6.6 The Result by Different Distance . . . . . . . . . . . . . . . . . . . . . . . . 59
6.7 Result of Different-scale on Subset of Caltech . . . . . . . . . . . . . . . . . 60
6.8 Result of Different-scale on Subset of Caltech . . . . . . . . . . . . . . . . . 61
6.9 Result on Subset of Caltech . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6.10 CMC curves on the VIPeR dataset for the proposed method and histogram

methods in RGB space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.11 CMC curves on the VIPeR dataset for the proposed method and the other

methods in HSV space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
6.12 CMC curves on the VIPeR dataset for the proposed method and the other

methods in RGB space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

iii



List of Tables

6.1 The Precision Rate for Persons Retrieval in Location 1 . . . . . . . . . . . . 59
6.2 The Precision Rate for Persons Retrieval in Location 2 . . . . . . . . . . . . 60
6.3 The Average Precision for Persons Retrieval in Location 1. . . . . . . . . . 61
6.4 The Average Precision for Persons Retrieval in Location 2. . . . . . . . . . 61

iv



Acknowledgment

First, I would like to thank my advisor Professor Kenji Kita. With his kind help and

support I was able to continue my study on the basic theories of image processing and

image analysis. He created pleasant research environment for me on my Ph.D study and

research.

I would also thank Professor Fuji Ren for his support and encouragement. He gave me

much inspiration and help in my study.

I would thank Mr.kazuyuki Matsumoto, Yoshida Minoru, Prof. Motoyuki Suzuki, Mr.

Peilin Jiang and Mr. Xin Kang. They are very kind and helped me a lot when taking my

doctoral courses.

Finally, thanks to all the Japanese language teachers in Tokushima university. They

helped me work out my Japanese problems during my course of the thesis.



Abstract

Many object detection algorithms assume that the pedestrian scale is fixed during

detection, such as the DPM detector. However, detectors often give rise to different

detection effects under the circumstance of different scales. If a detector is used to perform

pedestrian detection in different scales, the accuracy of pedestrian detection could be

improved. A multi-resolution DPM pedestrian detection algorithm is proposed in this

paper. During the stage of model training, a resolution factor is added to a set of hidden

variables of a latent SVM model. Then, in the stage of detection, a standard DPM model

is used for the high resolution objects and a rigid template is adopted in case of the low

resolution objects. In our experiments, we find that in case of low resolution objects the

detection accuracy of a standard DPM model is lower than that of a rigid template.

Person re-identification, which aims to track people across nonoverlapping cameras, is a

fundamental task in automated video processing. Moving people often appear differently

when viewed from different nonoverlapping cameras because of differences in illumination,

pose and camera properties. The color histogram is a global feature of an object that

can be used for identification. This histogram describes the distribution of all colors

on the object. However, the use of color histograms has two disadvantages. First, colors

change differently under different lighting and at different angles. Second, traditional color

histograms lack spatial information. We used a perception-based color space to solve the

illumination problem of traditional histograms. We also used the spatial pyramid matching

(SPM) model to improve the image spatial information in color histograms. Finally, we

used the Gaussian mixture model (GMM) to show features for person re-identification,

because the main color feature of GMM are more adaptable for scene changes and improve

the stability of the retrieved results for different color spaces in various scenes. Through a

series of experiments, we found the relationships of different features that impact person

re-identification.



Chapter 1

Introduction

Video monitoring system can be used for different purpose and are currently applied in all

sectors[21]. Generally speaking, many monitoring systems only record information. For

instance, monitoring system on road only records the license plate number of cars, while

indoor monitoring system only records movements of people inside[1]. Such information

cannot be processed or analyzed without human, which adds great restriction to the

application of video monitoring, since human plays a dominant role in the system and all

the decisions need to be made by human. In the future, video monitoring system would

be intelligentized and automatic. It can help the user make decision and provide unique

stability and precision. In specific situation, it can even make decision on behalf the user.

Effective and stable pedestrian detection can greatly improve the quality and effect of

monitoring.

1.1 Pedestrian Detection

Pedestrian detection is widely used in multimedia storage and search[60]. If the algorithm

efficiency and precision of pedestrian detection and tracking is quite high, we can analyze

specific situation from the video recorded in closed circuit television system. If a child is

missing, we can find all the possible children from the features of the missing child (e.g.

color of clothes and height et. al.). Besides, we can also analyze how many people entered

a specific place as well as the movement trend of the crowd.

On a driverless car, the built-in intelligent system should be able to detect how many

1
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people are crossing the road and if there are any people that needs special cares (the elder

and the disabled), detect the time it takes for pedestrian to cross the road and analyze the

road condition, so as to ensure the safety of everyone when the car is moving. Therefore,

pedestrian detection is very necessary. However, if a pedestrian is not crossing the road,

but walking toward the edge of the road, analysis on the movement trend of the pedestrian

is necessary, which adds difficulty to pedestrian detection. In this case, RFID technology

might be an effectively solution.

Pedestrian detection is very useful in the aspect of intelligent robot[10][61]. When

providing domestic service, robots not only need to perform several functional movements

according to the command of the user, but also need to make response to certain incidents

(e.g. a old people in the family fell down). Rescue robots can offer great help when disaster

occurs. They can help people survive or help rescue workers find the injured. All these

need the help of pedestrian detection.

1.1.1 The Research Problem in Pedestrian Detection

A major challenge in studying pedestrian detection is the different features of the people

under detection. Meanwhile, diversified of the detection environment also adds difficulties

to the process. The details are as follows:

Illumination Illumination differs at different times. Places with bright light can achieve

better detection effect than places with dark light. Imaging quality in places with weak

light is always poor, which is shown in Fig 1.1

Figure 1.1: The pedestrians with different illumination condition
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occlusion Another difficulty of pedestrian detection lies in the blocking of pedestrian.

Generally speaking, under high resolution ratio, detection effect can be better when there

is no blocking, but would be bad when there is blocking. Under low resolution ratio,

detection effect would be even worse. In the real world, blocking could not be predicted,

which makes detection much more difficult, as shown in Fig 1.2. Occlusion occurs in

different ways, and is also inevitable.

Figure 1.2: The Pedestrians were obscured in a Sample Picture

Resolution Ratio Image of pedestrian would differ as the distance between pedestrian

and camera differs, which is related to the resolution ratio of pedestrian detection. The

higher resolution ratio is, the better the pedestrian detection effect would be. Detection

of 300 pedestrians with high pixel is quite different from detection of 30 pedestrians with

high pixel. The higher the pixel is, the more information is contained and the easier

the detection would be. At present, many algorithms are detection under fixed resolution

ratio. When pedestrians of different size appear in the image, the effect of detection would

be less ideal, as shown in Fig 1.3. The appearance of pedestrians under different resolution

ratio adds difficulty to the detection process.
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Figure 1.3: The different resolution of Pedestrians in a Sample Picture

Visual Angle Different visual angle makes the detection more difficult. Visual angle in

video monitoring is usually a downward vision with certain angle, which differs with the

visual angle of automobile detection and video monitoring. Difference visual angle will

also bring certain difference in features of pedestrian, as shown in Fig1.4.

Figure 1.4: The Pedestrians with different visual angle in a Sample Picture

Pedestrian Direction Position and orientation of pedestrians in the image are not

fixed. The same person would present different features in different orientation, as shown

in Fig 1.5.
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Figure 1.5: The different pedestrians direction in a Sample Picture

Pedestrian Posture People would present different posture in daily life. Pedestrian in

the image would be standing, leaning or sitting. Different posture would present different

image features, which would make detection more difficult, as shown in fig 1.6.

Figure 1.6: The Pedestrians with different postures in a Sample Picture

1.1.2 Pedestrian Detection method

Pedestrian detection has been a hotspot in computer vision research[19]. The correspond-

ing detection algorithm has been developed towards high precision and instantaneity[55].

For a driverless automobile, the usage of which has become popular nowadays, its intel-

ligent system should be able to detect the locations and quantities of pedestrians ahead,

to analyze the road conditions, and to guarantee the safety of these pedestrians. For such

cases, the pedestrian detection is an inevitable procedure. The pedestrian detection prob-

lem is difficult because that the target people often have various characteristics and the

surrounding environments also change frequently[30]. The pedestrian sizes in real world
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Figure 1.7: The Pedestrians with Multiple Resolution in a Sample Picture

are different from each other. Besides the height diversity of different people, many imag-

ing differences are incurred by the different distances between people and the camera. As

shown in Fig 1.7, a high resolution corresponds to the large pedestrian scale and a low

resolution corresponds to the small pedestrian scale, in the process of pedestrian detection.

Pedestrians contain rich information in the case of high resolution, and it is more likely

for them to be detected. Even if they are locally overlapped, many algorithms have the

capability to detect these targets[54]. However, in the case low resolution, the pedestrians

which contain a small amount of information cannot be detected easily. Meanwhile, low

resolution pedestrians are very vulnerable to the interferences of the surrounding environ-

ments. In most cases, a detection algorithm has a much better detection result for the

high resolution pedestrians than that for the low resolution pedestrians. Dalal and Triggs

propose a HOG detector[13]. If the detection window is fixed to pixels during training

and detection, this detector can generate good effects at the time of detecting pedestrians

with pixels greater than . However, when the target pedestrians are smaller than , the

detector almost fails to detect any pedestrian. Although the target can be increased to

larger than pixels by means of interpolation, the detection accuracy is still brought down.

The DPM pedestrian detector makes use of a root filter and several part filters to describe

the pedestrians. Information in the pedestrians of high resolution is sufficient.

Fig 1.8 and 1.9 are results obtained by utilizing a standard DPM detector to detect
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Figure 1.8: The part filter and root filter in DPM.

pedestrians in Fig 1.7. It is obvious that the small-scale pedestrians cannot be detected

successfully.

Therefore, the overall detection effect can be improved if we can improve the detection

effect for low resolution pedestrians and prevent affecting the detection effect for high

resolution pedestrians. In this paper, we propose a multi-resolution DPM pedestrian

detection algorithm, which takes advantage of the standard DPM framework in training

the pedestrian with the resolution factor as a hidden variable. For the high resolution

pedestrians, the response can be figured out in the first place. And its location can be

estimated with the combination of this high resolution response and the response under a

corresponding low resolution. However, for the low resolution pedestrians, the judgment

over possible locations of these targets is carried out by only calculating the responses

under the low resolution. High resolution and low resolution are only intuitive concepts

in the common sense. In addition, resolution is closely associated with the heights of

pedestrian samples. Pillor divide samples in the Caltech Pedetrian Library into distant

(h < 30), medium (30 < h < 80) and near (h > 80) types, according to the heights (h)
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Figure 1.9: The detection result of standard DPM.

of pedestrians. In this work we define targets with height h > 100 as the high resolution

target, targets with height h < 50 as the low resolution targets, and targets with height

50 < h < 100 as the unknown resolution targets in which case the resolution factor is

treated as a hidden variable.

1.2 Person Re-identification

At present, the bottleneck in the field of video application is how to highly effectively ex-

tract video information, how to perform standard data exchange with other informational

systems, interconnection and semantic inter operation[2][53]. The key technique to solve

this problem is video structural description technique[41]. Video structural description is

a technique for extracting video content information. According to semantic relationship,

it employs processing methods such as spatiotemporal segmentation, feature extraction

and object recognition etc. to organize video content into information understandable to

human and machines[23][4], and further to implement the transformation from video data

to information. Traditional video systems need to be transformed by video structural
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Video

Scene

Shot

Frames

Figure 1.10: The video of structure and hierarchy diagram

description technique into new generation semantic video systems which are smart and

semantic.

1.2.1 Video Structure Analyze

Video is non-structural stream data. The basic unit is frame. Video stream is a set of

frames which have temporal and spatial relationships. Temporally, features in continuous

video frames change gradually. Spatially, some sub-blocks remain the same in continuous

video frames[18]. Video frames are not mutually independent.

From top to bottom, the video hierarchical structure could be divided into video, scene,

shot and key frame, as shown in fig 1.10, with increasingly fine expression granularity.

Frame

Basic unit in video stream. Video data stream is comprised of image frame. Each frame

could be regarded as an independent image.

Shot

An uninterrupted frame sequence captured by the camera. Its the foundation of further

restructuration of video data stream[47]. Shot usually is regarded as the smallest structural
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unit in a video. In the same group of shots, the image features of video frames basically

remain stable. If drastic feature changes are found between adjacent image frames, a shot

transition is believed to occur.

Scene

A number of shot groups which are semantically related and temporally adjacent constitute

a scene. A scene is the expression of higher abstract concepts and semantic contained in

a video.

Key frame

In a shot, the frame that could represent the main content in the shot is the key frame.

In a video shot, the number of key frames is way less than the number of image frames in

the shot. Use key frame to represent a shot could considerably reduce the computational

complexity.

Region

An image could be decomposed into multiple regions. Target in an image normally is not

the entire image but only a region within. Thus, this region level could represent some

specific concepts more precisely.

Video

Video sequence is made of orderly arranged frame images and the most common data

structure used to represent a frame image in computer vision is a matrix. Elements in

a matrix are all integer values corresponding luminance or other properties of pixels in

the sampling grids. Image information in the matrix could be retrieved by coordinates

of pixels[26]. Coordinates correspond to row numbers and column numbers. Matrix is

a complete representation of image. It not only contains the data information of the

image but also implies the spatial relationship between image components. Normally how

accurate the representation of image by matrix is depends on the value range of elements

in the matrix. Binary image, i.e. black and white image, can be just represented by the

matrix containing only 1 and 0.
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(a) (b) (c) (d)

Figure 1.11: Images showing the same person in different camera views (a) Pose change
(b) Illumination change (c) Occlusion (d) Low resolution

1.2.2 The method of Person Re-identificationn

The public security technology has become increasingly intelligent, surveillance cameras

have been set up in public places such as airports and supermarkets[59]. These cameras

provide huge amounts of nonoverlapping video data. It is often necessary to track an

object or person of interest that appears on video from multiple cameras under different

illumination conditions. When searching for moving people in surveillance video data,

object retrieval systems for intelligent video surveillance experience the following problems.

1. Object retrieval results in video surveillance depend on motion segmentation and

video analysis. Digital video is a series of images, constituted by frames that contain

rich information. If an image frame contains moving objects, then object retrieval

detection can be used to segment a moving target. Object retrieval results depend

on the object segmentation[28]. If video analysis cannot separate the foreground

and moving objects, the target object cannot be retrieved from the many irrelevant

foreground objects. A good object retrieval system should adapt to various levels of

video quality for foreground detection, which could eliminate unrelated objects and

retrieve the target[17].

2. Specific object retrieval in video surveillance faces technical limitations. The moving

objects of interest in surveillance video are often persons and cars. Facial features

are the most distinctive elements for person recognition, and relatively mature meth-

ods are available for this process. However, low camera resolution often makes it

difficult to extract perceivable information about facial expression. The mature tech-
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nology of video object retrieval based on facial features should receive more technical

exploration.

3. External factors greatly influence an object’s appearance under video surveillance.

A robust object retrieval system should be able to compensate for the following

factors.

• Person pose variation. A moving person may have arbitrary poses. (Fig 1.11

(a))

• Varying illumination conditions. Illumination conditions usually differ between

camera views. (Fig 1.11 (b))

• Occlusion. A person’s body parts may be occluded by other subjects, such as

a carried bag, in one camera view. (Fig 1.11 (c))

• Low image resolution. Due to surveillance camera performance, images of a

moving person often have low resolution. (Fig 1.11 (d))

1.3 Thesis Organization

This thesis contains the theories, methods, results, and discussions about the person de-

tection and person re-identification, which is organized in the rest chapters as follows.

Chapter 2: Background

In this chapter, we begin by reviewing the person detection and person re-identification.

We review the person detection theory and overview of person re-identification theory,

discuss the technology in the person detection and re-identification. We illustrate the

methods and models that we used in the detection and re-identification experiment.

Chapter 3: Related Work

In this chapter, we review the study of person detection and person re-identification.

Chapter 4: Overview of Proposal Methods

In this chapter, first we discuss method that we have developed for person detec-

tion. We first introduce the person detection algorithm. Then we introduce the Multi-

resolution DPM algorithm for pedestrian detection. Then we provide the methods for

re-identification of persons in real-life video. At the end, we discuss the Color histogram
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feature extraction from video object, and introduce the histogram of color feature simi-

larity measurement

Chapter 5: Evaluating Pedestrian Detection and Person Re-identification

we introduce the data set and the evaluation method in the pedestrian detection and

person re-identification. The data source named INRIA and Caltech which have been

widely employed in recent researched. The INRIA consist of 288 positive samples (con-

taining 1,126 pedestrians) and 453 negative samples. Images in the INRIA data set are

mainly collected from google, GRAZ-01 and personal photographs The Caltech Pedestrian

Database is a large scale database. It consists of videos of 640x480 pixels with 30 frames

per second, captured by in-vehicle cameras for about 10 hours. Within these videos,

250,000 frames (around 137 minutes), 350,000 bounding boxes, and 2,300 pedestrians are

manually annotated by human experts.

Chapter 6: Experiments of Pedestrian Detection and person Re-identification

In this chapter experiment results will be evaluated by a series of evaluation crite-

ria including Precision. We analyse the result of pedestrian detection and person Re-

identification in detail.

Chapter 7: Conclusion

we conlude the merits and demerits of our proposed methods in pedestrian detection

and person re-identification.



Chapter 2

Background

2.1 Overview of Person Detection Theory

2.1.1 Current Research of Pedestrian Detection

Pedestrian detection has always been a hot topic in study on computer vision. Its de-

tection algorithm is being developed to provide high-precision and real-time service. At

present, the speed of detection algorithm can reach 2.67 frame/second[62]. On large-scale

dataset INRIA, detect precision can reach over 89%. According to the number of cam-

eras, pedestrian detection can be divided into single-camera detection and multi-camera

detection[52]. Most pedestrian detection is based on monocular camera. Multi-camera

detection can make use of the movement information of pedestrian. We usually conduct

pedestrian detection according to static image or video. Under video detection, we can

use inter-frame information. Detection based on sliding window has become the main-

stream. The most critical issue in pedestrian technology is feature extraction and design

of classifier. Currently, the HOG (Histogram of Oriented Gradient, HOG) proposed by

Dalal is the low-level feature with the best detection effect[13]. Other low-level features

include Edgelet, shaplet, LBP, and CSS. SVM and BOOST classifier is the most popular

classifier in pedestrian detection.

14
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2.1.2 Feature Extraction in Pedestrian Detection

A crucial technology in pedestrian detection is feature abstraction and design of classi-

fier. Pedestrian feature descriptor can be divided into two categories: low-level feature

and integration of multi-features[8]. Low-level features include gradient direction graph

(HOG), textural features, CSS and color information. Multi-feature integration conducts

detection by making use of combination of various low-level features.

Histogram of Oriented Gradient (HOG)

HOG uses first-order derivative to reflect the changing relations among different pixels[48].

It defines cells to describe local information of images and combines small cell features

into the feature of a large image block, and finally obtains the HOG feature of the whole

image. HOG feature is insensitive to local deformation and it made insensitive to light

through normalization.

Algorithm process description :

(1) Standardized Gamma space or Color space.

Firstly, the input image is normalized, which could reduce the influence of light. In reality,

the image is obtained by transforming the gray-scale map.

(2) Calculating Pixel Gradient

Computing every pixel gradient in an image. The pixel gradient (x, y) could be calculated

as follow:

Gx(x, y) = H(x+ 1, y)−H(x− 1, y) (2.1)

Gy(x, y) = H(x, y + 1)−H(x, y − 1) (2.2)

In the formula, Gx(x, y) is the horizontal direction gradient, Gy(x, y) is the vertical

direction gradient H(x, y) is the value of pixel in the coordinate point (x, y)

The gradient magnitude and gradient direction in pixel (x, y) are as follow:

G(x, y) =
√
Gx(x, y)2 +Gy(x, y)2 (2.3)

α(x, y) = tan−1(
Gy(x, y)

Gx(x, y)
) (2.4)
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During actual computation, we use [−1, 0, 1] operator to get the gradient of x direction

against image convolution and use [1, 0 − 1]T operator to get the gradient of y direction

against.

(3) Construction of HOG

Add the gradient direction of local cell into the graph and get the HOG vector of one cell.

(4) Combine cell unit into a large block and uniformize HOG

Since the size of a cell is 4 × 4 or 8 × 8, combine several cells into one block (4 cells

constitutes one block) and cascade the HOG feature of cells in block to obtain the HOG

feature of the block and uniformize HOG feature.

(5) Collecting the HOG feature in image

Generally speaking, the size of a block is 16 × 16, (i.e. the size of cell is8 × 8; one block

contains 4 cells); define a sliding window at the size of one block and can on the image;

combine the HOG feature obtained from each scanning operation and get the HOG feature

of an overall image.

2.1.3 Textural features

The so-called texture of a certain point usually refers to the relationship between the

point and its peripheral points, that is, the relationship between the point and other

points around it[37]. In pedestrian detection, Local Binary Pattern (LBP) is usually used

to describe the local textural feature of image. The original LBP operator is defined within

the window of, with the center pixel of the center being the threshold value. Compar-

ing the grey value of 8 adjacent pixels with the threshold value, if peripheral pixel value

is larger than center pixel value, the position of the pixel point should be marked as 1,

otherwise it should be marked as 0. In this way, through comparison, the 8 points can

generate 8 bits of binary number (usually transformed into decimal number, that is, LBP

code, 256 kinds in total), that is, obtain the LBP value of the center pixel of the center

and use the value to reflect the textural information of the area[15]. Many improved LBP

operators are as follows:

(1) Circular LBP Operator

One problem of the original LBP is that its neighborhood is fixed, which cannot meet the

demand of changing size. Therefore, Ojala modifies the original LBP algorithm and ex-
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pand the neighborhood scope to random neighborhood and replace square neighborhood

with circular neighborhood. The improved LBP operator is allowed to have various pixel

points in neighborhood randomly.

(2) LBP rotation invariant model

LBP cannot meet the requirements of rotation invariance. Rotation of image would gen-

erate difference LBP value. Maenpaa et. al. has proposed LBP operator with rotation

invariance. By rotating circular neighborhood continuously, we can obtain a series of LBP

value, and the minimum value should be used as the LBP value of the neighborhood.

(3) LBP Uniform Pattern

A LBP operator has two modes: 0 and 1. As for the circular area with a radius of R, the

LBP operators of P sampling points would generate P 2 kinds of modes. As the number

of sampling points increases, types of binary modes soar. Too much binary modes would

impose negative influence on the abstraction, recognition, expression and classification of

texture as well as storage and withdraw of information. Therefore, it is necessary to reduce

dimensions of the original LBP, so as to best represent information of image when data

quantity is decreasing. Ojala [40]proposed a Uniform Pattern to reduce the dimensions

of mode categories of LBP operators. Ojala et. al. think that most LBP modes contain

at most two times saltus step from 1 to 0 and from 0 to 1. Therefore, they defined the

Uniform Pattern as: when the cyclic binary number corresponding to a LBP has at most

two times saltus step from 0 to 1 or from 1 to 0, the binary corresponding to the LBP

should be called as a Uniform Pattern type, including 00000000 (0 saltus step), 00000111

(only contain one-time saltus step from 0 to 1), 10001111 (two times saltus step from 1

to 0 and then from 0 to 1). Such improvement greatly reduces the types of binary mode

and would not lose any information. Number of modes reduce to P (P − 1) + 2 from 2P .

As for the 8 sampling points in 3 × 3 neighborhood, types of binary mode reduces to 58

from the original 256, which reduces the dimensions of feature vector and can reduce the

influence of high-frequency noise.

Self-similarity of color(CSS)

Self-similarity of color (CSS) is widely used in image classification[38]. Detection effect can

be greatly improved by combining it with other low-level feature. In pedestrian detection,
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we usually dont use color feature of image directly, because color is highly restricted in

usage and greatly influenced by light and background. CSS mainly uses certain features

of pedestrian color. For example, the skin colors of people are always similar, so are

the colors of the clothes of most people. CSS collects color histogram information on

image block at the size of 8 × 8 and uses trilinear interpolation to minimize aliasing

phenomenon. Experiment has shown that it is the best choice to calculate CSS feature

effect in HSV space. Histogram intersection is used to calculate the color similarity

between two difference blocks. At last, CSS feature vector is uniformized.

Shape feature

Shape feature is also used for pedestrian detection. Gavrila and Philomin[22] useHausdorff

distance and hierarchy template to match image edge rapidly, so as to conduct pedes-

trian detection. Wu and Nevatia[58] use edgelet feature to described local shape feature.

Similarly, shapelets is shape describer, usually obtained by learning the gradient of local

sections. Then, they use Boosting classifier to integrate various shapelets into a panorama

detector.

Motion feature

Motion feature is also quite useful in pedestrian detection. When the camera is in static

status, Viola et. al. calculated Haar-like feature on different images and obtained sound

detection effect. However, then the camera is moving, motion feature would impose nega-

tive influence on the detection result. Dalal et[13]. al., based on the difference of internal

optical flow field, found that we can compensate the motion feature of local image by

modeling motion feature.

Multi-feature integration

Up to now, HOG is a single feature that can achieve the best detecting effect. Therefore,

it is an effectively solution to make up for the deficiencies of HOG feature with other

features. Wojek and Schiele[16] achieved better detection effect by combining Haar-like,

shapelets, shape context than they did with any single feature. Walk et. al., based on

the study of Wojek, added local color self-similarity and MULTIFTR+MOTION into the
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combination process. Wu and Nevatia combined HOG, edgelet and covariance feature to

conduct pedestrian detection. Wang et. al[57]. used HOG and LBP feature to conduct

pedestrian detection.

2.1.4 Hard Example Mining (SVM)

In the training procedure, there are usually more negative samples than the available

positive samples. Taking pedestrian detection for example, the images of pedestrians are

positive samples, and the images without pedestrian are negative samples. In this case,

105 samples can be generated from an image, most of which are negative samples. It is

almost impossible to take all negative samples into consideration. Therefore, we select the

positive samples and the hard examples for constructing a training set. The hard examples

are referred to those which are incorrectly classified at the first time. The Bootstrapping

classification algorithm is employed for training an initial negative sample set[54]. The

algorithm collects the incorrectly classified samples at the first time, add these samples

to the negative sample set to form the hard samples. The process is repeated for several

times until until a good classification result is achieved. We define the hard example and

easy sample as follows:

H(β,D) = {(x, y) ∈ D | yfβ(x) < 1}, (2.5)

E(β,D) = {(x, y) ∈ D | yfβ(x) > 1}, (2.6)

where, H(β,D) denotes the incorrectly classified samples at the first time or the samples

located within the classification boundary. E(β,D) denote the correctly classified samples.

The samples on the classification boundary do not belong to H(β,D) or E(β,D). β∗(D) =

arg minβ LD(β).

Because LD is strictly convex, β∗(D) is the single result in the optimization problem.

Given a sample library D, we want to find a small sample set C with C ⊆ D and β∗(C) =

β∗(D). To solve this problem, we firstly define an initial set which contains all the training

samples. We train an LSVM model, and renew the previous set by removing the simple

samples and by adding the new hard examples.



2.1. OVERVIEW OF PERSON DETECTION THEORY 20

2.1.5 Hard Example Mining (LSVM)

For the LSVM, mining hard examples is equivalent to optimize LD(Zp)(β) rather than

LD(β). This constraint turns the whole optimization problem to a convex optimization

problem.

As for the hard example mining with SVM, we define an set with samples in the form

of (x, z), in which z ∈ Z(x). In the real application, the set consists of Φ(x, z) rather than

(x, z). We define a vector set F = (i.v), in which i denotes sample index, and v = Φ(x, z)

with z ∈ Z(xi). Because the hidden variable z is not fixed, for each sample xi, there may

be multiple corresponding (i, v) ∈ F . We then define I(F ) as the index of vectors in the

vector set F , and define the target function for β with the feature vectors in F :

LF (β) =
1

2
‖β‖2 + C

∑
i∈I(F )

max(0, 1− yi( max
(i,v)∈F

β · v)). (2.7)

LF can be optimized with the gradient-descent algorithm. We use V (i) as the set of

feature factors v. The gradient-descent algorithm is described as follows.

(1) at is the learning rate for iteration t.

(2) i ∈ I(F ) is the index for samples in F .

(3) vi = arg maxv∈V (i) β · v.

(4) If yi(β·) ≥ 1, then β = β − atβ.

(5) Otherwise, β = β − at(β − Cnyivi).

We set β∗(F ) = arg minβ LF (β) and try to find β∗(F ) = β∗(D(Zp)) in a sample set

D(Zp) of small size. As for the hard example mining with standard SVM, we define the

feature vectors for hard and simple example in training set D as follows.

We find the hard examples by calculating β∗(D(Zp)). F1 is defined as the initial fea-

ture vector set. The LSVM hard example mining algorithm is given below.

1. Train model with βt := β∗(Ft).

2. If H(β,D(Zp)) ⊆ Ft, stop the iteration and return βt.

3. Remove the simple samples by F
′
t := Ft\X, where X ⊆ E(βt, Ft).

4. Add new hard examples by Ft+1 := F
′
t ∪X, where X ∩H(βt, D(Zp)) \ Ft 6= φ.
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In the 3rd step simple samples are removed from the training set, while in the 4th

step new hard examples are added to the training set. The entire iteration procedure

terminates when there is no hard examples to add.

2.1.6 Fixed Resolution Model

Let x represent an image window, and φ(x) represent the image feature. As many slide

window detection algorithms, we have

f(x) > 0 where f(x) = w · φ(x), (2.8)

in which x is marked as pedestrian. We train the above model with the positive

and negative samples of the training set (xi, yj), in which yi ∈ {−1, 1}. The commonly

available training algorithms include SVM and boosting, and we employ the linear SVM

for training the parameter w:

w∗ = argw min
1

2
w · w + C

∑
i

max(0, 1− yiw · φ(xi)) (2.9)

in which xi is assumed to be of a fixed size during training and testing. we define a

feature vector φ(x) to deal with the windows of different sizes.

2.1.7 Models with Fixed Resolutions

If an image contain objects of different resolutions at the same time, the detector of a

fixed resolution usually cannot detect all different objects simultaneously. Because we can

describe the different distances of pedestrians in an image, for each window x we can define

a binary variable s to represent the distance of a pedestrian. We use s = 0 to represent

the distant the target pedestrians, and use s = 1 to denote the close target pedestrian.

Our classifier is the same as the previous one. f(x, s) = w · φ(x, s),

φ(x, s) =



φ0(x)

1

0

0


if s = 0 and φ(x, s) =



0

0

φ0(x)

1


if s = 1 (2.10)
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where φ0(x) and φ1(x) denote the features at different scales, such as a pedestrian of

50 pixels and a pedestrian of 100 pixels.

2.2 Overview of Person re-identification Theory

2.2.1 Segmentation of Video Objects

A single video file is usually a video sequence composed of several scenes and each scene

contains one or more shots. These shots could be continuous or with intervals. Each shot

contains several continuous image frames. To structurally process video, the video in hand

needs to be reduced to many single shots. This process is called segmentation of shots or

segmentation of video.

Objects within a video show spatiotemporal continuity of movement[9]. The inter

frame differences between shots are larger than inter frame differences within one shot. In

segmentation of shots, shot boundary is recognized using differences between continuous

frames. Shot boundary could be the final frame of the last shot or the starting frame of the

next shot. Video is ready to be segmented once the position or time stamp of boundary

frame is located. Therefore, generally segmentation of shots could also be called detection

of shot boundary.

2.2.2 Key frame extraction

In a content-based video retrieval system, usually the key frame of each shot needs to be

extracted[56]. The usage of key frames reduces the amount of information considerably

and provides an organizational frame for retrieving videos. Key frame is the image frame

that describes the key content in a shot. It usually reflects the main content in a shot.

The extraction of key frame maps a shot onto several image frames of different contents.

While extracting key frame, information of bottom level and other available information

is to be used and in many cases the conservative principle of better wrong than less. In

the situation that representative features are not specific, repetitive and redundant video

frames are generally to be removed and several independent frames are selected to include

more information.
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The extraction of key frame based on inter frame differences

The main idea of this method is to use the first frame in the video as key frame. Then fea-

tures of video frames such as color features, texture features, shape features, edge features

and motion features are extracted and distances between these features are compared in

order to measure inter frame differences. Image frames after the current key frame are

compared with the key frame in the order of timeline. If the difference between the two

frames is smaller than a certain threshold, then the two frames are regarded similar and

next frame is to be compared with. Otherwise the frame becomes the new key frame. And

the comparison continues until the shot ends.

2.2.3 Features Extraction from video objects

The foreground object isolated from video image frames is essentially still a target image.

Multiple target images from these image frames are the video objects we are retrieving.

Content-based retrieval of video objects mainly focuses on the contents of video objects

and retrieval results are given according to similarity of contents of video objects. How to

rapidly and effectively obtain the content features of image, as well as compare similarity

between images is the focus of researches on content-based retrieval of video objects[7].

Contents of images are explained and described through image features. The raw pixels

in an image have not undergone any processing and explanation and therefore contain

the most complete and richest image information. We need a low-level visual feature

which could sufficiently reflect the properties of image contents while exhibits relatively

small amount of information to explain the image. These visual features may label differ-

ences between images through color, texture, contour, spatial relationship and some other

features based on local invariance of the image.

2.2.4 Color Feature

The perception and classification of various objects in the world by human all could

base on the inherent color features. Color feature is one of the fundamental features

in images as well as a most widely used low-level visual feature in content-based image

retrieval. Compared with other visual features, color feature is very stable and has the
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lowest dependency on rotation, translation, scaling and even all sorts of deformation of

images. In other words, color feature has low dependency on the dimension, direction and

perspective of images and shows rather strong robustness. And the extraction of color

feature is relatively easy. Therefore, while processing and analyzing images we often use

color feature as descriptor to simply target extraction and classification[12]. The first

step of expressing color feature is to select the color space corresponding to the specific

application to describe the color feature of image[49]. Secondly, vectorize the color feature

and convert the retrieval of video object into similarity comparison of eigenvectors. Finally,

measure the similarity of color features of different images through the pre-defined standard

of similarity distance.

2.2.5 Color Histogram

In 1991, Swain and Ballard[51] proposed that color histogram could be used as color

feature. Color histogram is most widely used in the research and application of CBIR.

It describes the proportions of different colors in the entire image and does not care the

spatial positions of each color. Color histogram is a sort of global color statistical feature

and the probability of occurrence of each color in the color space is calculated based on

color histogram. Image similarity is measured by distance between histogram vectors.

Color histogram is the most common representation of the color feature. Color histogram

is simple to calculate and effective, as well as insensitive to geometrical transformations

such as local minute changes, rotation, scaling, translation and etc. or transformation

of image quality. But as the calculation increases with histogram order this method is

inefficient regarding large images. However, retrieval based on color histogram does not

retain the spatial information in the original image. Color histogram is also sensitive to

color changes. Color histograms of some images are basically the same but the images

represented are completely different[33].

2.2.6 Color Moments

The color moment is a color feature which is simple and effective. It was proposed by

Stricker and Orengo[50]. The mathematical basis of this method is that the color distri-

bution in a image could be represented by its moments. In addition, St and Or believed
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that image information was concentrated in the low-order moments. Therefore, using only

the first-order moment (mean), second-order moment (variance) and third-order moment

(skewness) is sufficient to represent the color information of an image. Compared with

color histogram, another advantage of color moments is that vectorization of features is

not necessary.

There are a total of nine components in the color moments of a colorful image. Each

image has three color components and each color component has three low-order moments.

Only a few moments are used. This method is simple and compact compared with other

methods. However, the weak recognition capability of this simplicity would lead to too

many false alarms. Thus color moments are often used together with other features.

2.2.7 Color Coherence Vector

The color coherence vector (CCV) is another color-based retrieval and matching method

proposed by Pass and Zabih et al[43]. to supply the spatial information of image color

unavailable using color histogram or color moment. It is a spatial evolution of image color

histogram, with each pixel in a given color bucket as either coherent or incoherent. A

pixel is coherent if the size of its connected component exceeds a fixed threshold value;

otherwise pixel is incoherent. A color coherence vector stores the number of coherent versus

incoherent pixels with each color. For a color bin i, let the number of coherent pixels be

i, the number of incoherent pixels be i, and the color coherence vector be x. Then the

color histogram of the image would be. This color feature not only reflects the ratio of the

number of pixels of a color to the total color space of the image, but also augments with

the color spatial information which cant be summarized by the color histogram and color

moment. Hence the color coherence vector can provide superior results to color histograms

for image retrieval. However, as a shortcoming, CCV does not capture the relationship

between the shape of the largest-size color component to its background. Then Zachary

et al[32]. proposed the CCV-TEV (Threshold Edge Vector) algorithm as an extension.

2.2.8 Color Auto-Correlogram

Huang J[65] defined a new image feature called color correlogram. The traditional color

histogram only describes the proportion of the pixels of a certain color to the total pixels,
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depicting the color with global statistical relations. In addition to the information provided

by color histogram, the color correlogram is able to express how the distribution of pixels

changes with distance, reflecting the spatial correlation between color pairs. The color

correlogram can be viewed as a table indexed with color pairs < i, j >, where the k-th

entry for < i, j > specifies the probability of finding a pixel of color c(i) at a distance k from

a pixel of color c(j) in the image. If the correlation between any of the colors is taken into

account, the color correlogram would be extremely complex and large (O(N2d)). Then its

simplified version, the color auto-correlogram (CAC), was developed. It only examines the

spatial correlation between pixels of the same color, reducing the dimension to O(Nd).

Color, as the most widely used feature that is easy to be extracted, is very important

in image retrieval. It should be noted, however, that its inherent sensitivity to lighting

conditions can lead to a change in its value and thereby affect the matching result. There

is a limitation on its application.

2.2.9 Shape feature

Shape is one of the key visual features of image retrieval. Compared with color and

texture, it contains more stable information that reflects the inherent attributes and does

not change along with the surrounding environment such as illumination[12]. Humans

identify objects based more on shape information than color or texture information. Shape

provides a higher level of visual features (targets, objects) than simple visual features such

as color or texture, which play an important role in our semantic recognition by images

semantic information[29]. It should be noted that the extraction of shape parameters relies

on image preprocessing and image segmentation. Image segmentation has an unavoidable

effect on the accuracy of the parameters, and even can make it impossible to extract shape

parameters for too poor processing. Furthermore, the shape of the object in the image

would be slightly deformed with the angle of view. So shapes similarity matching must

be based on its translation, rotation and scale invariance. Currently, shape is not used as

a retrieval feature in low resolution video retrieval.
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2.2.10 Spatial feature

The spatial positions of each object in an image and the spatial feature among objects are

also very important features in image retrieval[39]. As to the images containing multiple

independent objects, understanding the spatial features of objects in the image could fa-

cilitate the classification of image contents. The representation methods of spatial features

mainly fall into three categories: metric, directional and topological. Cartesian coordinate

system is the most direct representation. Spatial features could supplement other object

features which could not determine the spatial relationship of objects.

Spatial Relationship

The university of Pittsburgh first proposed to use generalized 2D string hierarchical rep-

resentation to retrieve spatial relationships of images. The 2D strings record the spatial

characteristics of each object in the image. The position relationship of the whole image

is projected along the X and Y axes. The two strings u and v represent the spatial re-

lationships of the X and Y projections, respectively, of the objects in the image. A 2D

string over V and A is defined by (u, v). It is a simple method and in some cases, some

symbol images can be reconstructed with their 2D strings. However, the position of the

object in the image is only expressed by the centroid and the description of the spatial

relationship is too simple to handle the complex situation.

Structural Relation

The utilization of spatial relation and direction relation has the same problem of auto-

matic image segmentation. Structure is another simple method to provide the relationship

between basic spatial characteristics of the image. This method pre-divides the image into

sub-blocks (which can be overlapped with each other) equally or in a specific ratio, and

then extracts the other features of each sub-block. Similarity comparison can start from

similarity comparison of sub-blocks of corresponding positions, and then calculate the sim-

ilarity of the whole image by weighting. The spatial relations are expressed in a simple

way, but have high costs of computation and storage. And being sensitive to the rotation,

flipping or scale changes of the target object, it is unable to effectively represent the image
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information. These shortcomings limit the practical application of these methods.

2.2.11 Traditional Color Space

Color space is defined as a model that represents color intensity values. Typically, an

image is mapped to a color space of 1 to 4 dimensions, with each dimension corresponding

to a color channel and representing the corresponding color channel gray information.

Color spaces such as RGB and HSV are somehow correlated and can be converted into

each other through mathematical formulas.

RGB Color Space

RGB color model is composed of three primary colors, red (R), green (G) and blue (B). It

is mainly used in color CRT monitors and color raster graphics. As any desired color can

be produced by combining the three primary colors in proportion in the RGB color model,

red, green and blue are also called additive primary colors. RGB color model is based on

a Cartesian coordinate system (CCS). In the figure, the R, G and B values for each color

range from 0 to 255, with each representing 256 discrete levels. A 256-level RGB color

model can represent 16777216 colors (known as 24-bit colors). The RGB values of main

colors are shown in fig 2.1:

Figure 2.1: The RGB color space



2.2. OVERVIEW OF PERSON RE-IDENTIFICATION THEORY 29

HSV Color Space

HSV color model has three components, hue, saturation and value. Value represents

the intensity of color, and has little to do with the color information of an image; hue

component and saturation component are closely related with humans visual perception

of color, which are the physiological basis for common image processing algorithms. The

HSV color model is shown in Figure 2.2:

In the figure, hue change is reflected by an angle ranging from 0 to 360, starting at red,

passing through green, blue, pinkish red, and then wrapping back to red. Both 0 and 360

represent red. Saturation value ranges from 0 to 1 and reflects the unsaturated to fully

saturated hues (from gray to pure color). Brightness, ranging from 0 to 1, indicates color

lightness.

Figure 2.2: The HSV color space

Conversion between RGB color model and HSV color model

In order to select the most suitable color model for each application, we often need to con-

vert the color model. A color model used by a retrieval system should have color perception

difference, or enable color difference perceived by human to be reflected approximately by

mathematical Euclidean distance. All the HSV model color can be represented by R, G
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and B values of the RGB color model.

H = cos−1
1
2 [(R−G) + (R+G)]√

(R−B)(R+B) + (R−G)2

S = 1− 3

R+B +G
[min(R,G,B)]

V =
1

3
(R+B +G)

(2.11)

However, conversion from HSV color model to RGB color model is relatively more

complex. Different conversion formula is provided for the color of different angle based on

hue attribute, where R, G and B are quantized to 0.0 to 1.0.

2.2.12 Perception-based Color Space Histogram Feature

Computations in the RGB and HSV color spaces cannot solve the problem of background

illumination sensitivity. The color spaces always affect the computing accuracy of the

color histogram. We attempted to use perception-based color space, which exhibits good

performance in image processing. As the name suggests, the perception-based color space

associated metric approximates perceived distances and color displacements, capturing

relationships that are robust to spectral changes in illumination.

RGB color space can be transformed to perception-based color space through the

following steps.

1. Transform RGB to XYZ color space using the following formula 2.5:


X

Y

Z

 =
1

0.177


0.49 0.361 0.20

0.177 0.0812 0.011

0.00 0.01 0.99



G(R)

G(G)

G(B)

 (2.12)

where G() is the gamma-correction function. The gamma correction function addresses

color distortion and rediscovers the real environment to a certain extent.

2. Transform XYZ to UVW color space.

In UVW color space, the influence of lighting conditions is simulated by the tristimulus

multiplication values and scale factor, as shown in the following formula 2.12:
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X

Y

Z

→

U

V

W

 = B−1DB


X

Y

Z

 (2.13)

Transfer matrix from the current color coordinates to the base coordinates. The non-

linear transfer uses the following formula 2.13:


U

V

W

 = A

(
l̂n

(
B


X

Y

Z


))

(2.14)

where A and B are invertible 3× 3 matrices and denote the component-wise natural log-

arithm. Matrix B transforms the color coordinates to the basis in which relighting best

corresponds to multiplication by a diagonal matrix, while matrix A provides degrees of

freedom that can be used to match perceptual distances. Based on similar color experi-

ments in the database, the A and B matrix-value formulas are shown as formula 2.15 and

2.16:

A =


27.07439 −22.80783 −1.806681

−5.646736 −7.722125 12.86503

−4.163133 −4.579428 −4.576049

 (2.15)

B =


0.9465229 0.2946927 −0.1313419

−0.117917 0.9929960 0.007371554

0.0923046 −0.046457 0.9946464

 (2.16)
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Figure 2.3: The Method of SPM.

2.2.13 SPM Model

Lazebnik et al.[27] proposed the Spatial Pyramid Matching(SPM) in 2006. The SPM

model coarse spatial information. Based on spatial consider the information in color

histogram in order to restrain the no order of space information. The model divides the

image into different levels, which can then be further refined. The SPM model space is

shown in Fig 2.3. The level 0 image P based on the original image feature information.

But the image feature is based on the global unordered color information, Leve1 show

image be separated as space geometry. P11 and P12 are expressed by a spatial order that

contains simple space information.

P11 and P12, which also lack internal space information, are in level 1. If internal

space information is necessary in P11 and P12, they must be separated using the same

process. The level i+1 feature is divided by level i. The levels of division are decided by

the actual situation.

The SPM Histogram Feature

Image similarity is computed by the levels corresponding to parts in SPM model. For two

images P and Q, the formula is as follows:

d(P,Q) =
∑

kijd(pij , qij) (2.17)

where Pij is the image P histogram feature of the part j in level i; d(pij ,qij) is the

feature-similarity degree image P and Q; and Kij is the weight of the similarity calculation.

In this case, we focus on part j of level i. The weight of calculation should be set high.
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2.2.14 Gaussian Color Model

GMM is constantly used for color image segmentation according to the classification and

clustering of image characteristics[31]. The image is divided into different parts based on

pixel classification. We considered the main part of person identification to be based on

minutia matching and ignored details. The retrieval of similar objects in a video system

prioritize the main part of similarity matching and does not emphasize accurate detail

matching, so we considered the main colors as the features of the Gaussian color model.

Gaussian Distribution

The Gaussian distribution is a parametric probability density function that is a mean

value and variance continuous distribution maximum information entropy[44]. As shown

in equation 2.11, when distributing a unit value that fits the normal distribution random

variable, the frequency of the variable that follows the Gaussian distribution is entirely

determined by the mean value µ and variance σ2. As x approaches µ, probability increases.

σ means the dispersion, and the value of σ is a much greater degree of dispersion.

f(x) =
1

σ
√

2π
e
−(x−µ)2

2σ2 (2.18)

For an image, the Gaussian distribution describes the distribution of specific pixel

brightness that reflects the frequency of some gray numerical value. A single-mode Gaus-

sian distribution cannot represent a multicolored image. Therefore, we used a multiplicity

of Gaussian models to show different pixel distributions that approximately simulate a

multicolored image. Theoretically, we could increase the numbers of models to improve

the descriptive ability.

Every pixel of the color image could be represented as a d dimensional vector xi

(color image d = 3, gray image d = 1). The whole image could be represented as X =

(xT1 , x
T
2 , · · · , xTN ), where N is the sum of all pixels in a picture, X is represented as M

states in GMM, and the value of M is usually restricted from 3 to 5. The linear stacking

of the M Gaussian distributions could show the GMM of the probability density function,
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as shown in equation 2.12: x is the pixel sampling of a picture.

P (x) =
M∑
k=1

p(k)p(x|k) =
M∑
k=1

π(k)N(x|µk,
∑

k) (2.19)

N(x|µk,
∑
k) is the single Gaussian density function. k = 1...M indicates the Gaussian

density function of No.k. µk is the sample mean vector,
∑
k is sample covariance matrix,

and π(k) is the nonnegative coefficient of weight that describes the proportion of No.k

data in the total data, and
∑M

k=1 π(k) = 1.

2.2.15 Color Histogram Feature Extraction

The histogram of an image is related to the probability distribution function of the images

pixel density. When this concept is extended to a color image, it is necessary to obtain the

joint probability distribution value for multiple channels. In general, a color histogram is

defined by the following equation 2.13:

hA,B,C = N • Prob(A = a,B = b, C = c) (2.20)

where A, B and C indicate three color channels (R, G and B or H, S and V) and N

is the sum of all pixels in the image. In terms of computing, the first step is to discretize

the pixel values of the image, creating statistics for the number of pixels of each color for

color histogram.



Chapter 3

Related Work

3.1 Pedestrian Detection

The pedestrian detection could be consider as using the bounding boxes to tag the human

by some algorithms or methods in a given image or video. Pedestrian detection had been

applied in many fields of image processing. In video surveillance, pedestrian detection is

one of important step to identify and search the specific human. The target is to find the

pedestrians from image or video. Various features have been used in pedestrian detection.

The previous work focused on three aspects, features, classifiers and learning algorithms.

3.1.1 Shape and Appearance Feature

Later studies[14][11] explored the low-level features, such as edge, texture, or colour

in an image, to learn the appearance features for the object detection. In the study

of[64]citecao2013transfer, the authors used a set of multi-scale orientation (MSO) features

to detect the edges of human in the images. The MSO features are contained by coarse

and fine features. The coarse feature is the unit orientation, and the fine feature is the

pixel orientation histogram. The two features are extracted from the square image blocks

of various size. In their study the Adaboost and SVM algorithm are employed to learn

the two-stage classifiers for pedestrian detection. The study of [3] also used the Histogram

of Oriented Gradient(HoG) algorithm to detected the relevant information by enhancing

the human shape. Usually, the HoG algorithm is used as baseline to develop the new

human detection algorithms. The authors presented a method that based on the extrac-

35
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tion of features by using Gabor filters. They built a Gabor filter bank by convolution

of the images, And the HoG algorithm is used to extract the relevant features from the

Gabor filter bank. In the last a classifier is used to judge the original image is or not

a person. The study of[46] also used the extended histogram of Gradients for detecting

the human in images. ExHoG is a new feature that could improve the weakness of the

HoG algorithm. When a bright human in a dark background, the HoG maps gradients of

opposite directions in the same histogram bin. It will make the different objects to pro-

duce the same features, and could not differentiate some local structures. In their study,

the authors proposed a Minimum Mahalanobis Distance classifier(MMDC) that could use

the inverse of the covariance matrices estimated from the training samples, and use an

Asymmetric Principal Component Analysis(APCA) for improving quadratic classification.

The study[45] proposed Discriminative Robust Local Binary Pattern to solve the problem

of LBP that could not discriminate the human parts between weak contrast local regions

and similar strong contrast ones. Local Binary Pattern (LBP) is always used in the tex-

ture classification and face detecting. For human detection, the histogram of LBP codes

often has the similar weight, these form of histograms are considered as having the similar

features[57]. In order to reduce this problem, the authors used a weighting scheme, the

gradient magnitude of each pixel would be computed and the values is used to weigh the

LBP code. The DRLBP used the gradient weight and determined the difference of the

bins in the LBP codes by their respective complement codes.

3.1.2 Classifiers and Learning Algorithms

The later studies of human detection[55] is formulated as a matter of quadratic classifi-

cation, which used linear support vector machines to classify the collected features from

the background of images. The human bodies in the image background could provide

useful information about the view and posture variation. The piecewise discriminative

function could construct a classification boundary, that has a good performance in dis-

criminate multiview and multiposture human bodies in a high-dimensional. The authors

use a different piecewise SVMs that have a membership degree maximization criterion in

training step. Some subspace is separated from the feature space which can be better

discriminative for the SVM.
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The motion feature[42] is often used in the human detection from video sequences,

which is extracted from the two consecutive frames of a video sequence. The State-of-the-

art methods for human detection are make use of deformable part model(DPM),In their

study, Spatio-temporal Matching algorithm is proposed which has three main components.

Firstly, the STM algorithm could learn a bilinear spatio-temporal 3D model from motion

information in the video frames. Then, the STM extracts 2D featureand evaluates the

pseudo-likelihood of each pixel in the body parts. At last, STM would find a subset of

trajectories that correspond body of 3D joints in the STM model. A patch-based method

[6] is a general tree representation of a feature sets from an image, which could represent

the positive features or negative features. In their study, the labeled ordered tree was used

to represent a block based descriptor such as HOG is extracted by partitioning the window

into some size blocks. The pedestrian detection method combined multiple local features

by a Random Forest ensemble (RF). They used the HOG and LBP to reuse the same

features by the multiple local experts. Experiment showed that the method has a good

computing cost and speed, and also has a better performance with the state-of-the-art.

3.2 Person re-identification

3.2.1 Color Feature

Color features are one of the low-level feature types that have been widely used in content-

based image retrieval (CBIR). Compared with other features, color exhibits little depen-

dence on image rotation, translation, scale change and even the shape change. Color is

thus thought of as almost independent of the images dimensions, direction and view angles.

Most representations in previous approaches are based on appearance. Gray et al[36]. used

a similarity function that trained from a set of data. These authors focused on the prob-

lems of unknown viewpoint and pose. The method is robust to viewpoint change because

it is based on the ensemble of localized features (ELF). Farenzena et al[20]. presented an

appearance-based method based on the localization of perceptually relevant human parts.

The information features contain three parts: overall chromatic content, the spatial ar-

rangement of colors into stable regions and the presence of recurrent local motifs with

high entropy. The method is robust to pose, viewpoint and illumination variations. Zhao
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et al[63]. transformed person re-identification into a distance learning problem. Using

the relative distance comparison model to compute the distance of a pair of views, these

authors considered a likely true match pair to have a smaller distance than that of a wrong

match pair. These authors also used a new relative distance comparison model to measure

the distance between pairs of person images and judge the pairs of true matches and wrong

matches. Angela et al. proposed a new feature based on the definition of the probabilis-

tic color histogram and trained a fuzzy k-nearest neighbors (KNN) classifier based on an

ad-hoc dataset. The method is effective at discriminating and reidentifying people across

two different video cameras regardless of viewpoint change. Metternich et al[35]. used a

global color histogram and shape information to track people in real-life surveillance data,

finding that the appearance of the subject impacted the tracking results. These authors

also focused on the performance of matching techniques over cameras with different fields

of view.

3.2.2 Metric Learning

Hirzer et al[24]. focused the matching method of metric learning on person re-identification.

These authors accomplished metric learning from pairs of samples from different cameras.

The method benefits from the advantages of metric learning and reduces the required

computational effort. Good performance can be achieved even using less color and texture

information. Khedher et al[25]. proposed a new automatic statistical method that could

accept and reject SURF correspondence based on the likelihood ratio of two Gaussian

mixed models (GMMs) learned on a reference set. The method does not need to select the

matching SURF pairs by empirical means. Instead, interest point matching over whole

video sequences is used to judge the person identity. Matsukawa et al[34]. focused on the

problem of overfitting and proposed a discriminative accumulation method of local his-

tograms for person reidentification. The proposed method jointly learns pairs of a weight

map for the accumulations and employs a distance metric that emphasizes discriminative

histogram dimensions. This method can achieve better reidentification accuracies than

other typical metric learning methods on various sizes of datasets.



Chapter 4

Overview of Proposal Methods

4.1 The Methods for Pedestrian Detection

4.1.1 Overview of the Pedestrian Detection Algorithm

Our proposed multi-resolution DPM is similar to a hybrid deformable model with two

target models. But there are also big differences between these methods. Firstly, many

parameters are shared in our deformable model, while while all parameters in the hybrid

deformable model are independent from each other. Secondly, our multi-resolution de-

formable model consist a different procedure for the variable si. At the training state, si

is a hidden variable, while at the test state si becomes a visible variable. The procedure of

pedestrian detection by multi-resolution DPM is shown in Fig 4.1 First, DPM parameters

w0 and w1 are initialized by the initialization method as illustrated before. w0 is the model

parameter at a low resolution, while w1 is the model parameter at a high resolution.

At the training state, we set the value of s by considering the height h of a trained

sample, for which s = 1 if h > 100 and s = 0 if h < 50. For the samples with s = 1,

LSVM can be used to train a standard DPM model, which renders the model parameter

w1. For the samples with s = 0, a linear SVM can be used to train a DPM model (no

hidden variable is involved), which renders the model parameter w0. For the samples with

height 50 < h < 100, we add s to the set of hidden variables, and train the model with

the LSVM algorithm.

39
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Figure 4.1: The Processing Steps of Pedestrian Detection on Multiple Resolution.

4.1.2 Multi-resolution DPM Algorithm for Pedestrian Detection

A significant feature of the above method is that a rigid template is used for object

detection at both large and small scales. The description operators at low levels (e.g., HOG

feature) are adaptable to small image deformation. However, such method is not applicable

in case of large scales. For example, HOG feature detector is invariant to different postures

of a 50 pixel height pedestrian, but not invariant to the 100 pixel height pedestrians. If

we are to detect a large-scale target, we can choose a low-resolution template. And if

we hope to gain more information, we can select a high-resolution template. For a good
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adaptability to the deformation at a large scale, we adopt a DPM model. As a hidden

parameter z is defined in the DPM model, we use φ1(x, z) as the combination of HOG

feature and the deviation.

φ(x, s) =



φ0(x)

1

0

0


if s = 0 and φ(x, s, z) =



φ0(x)

1

φ1(x, z)

0


if s = 1 (4.1)

The classifier passes through all the hidden variables at last.

f(x, s) = max
z
w · φ(x, s, z) (4.2)

f(x, s) is transformed into a standard linear template for calculating the response at

a low resolution. For calculating the response at a high resolution, f(x) would need to

search all part models to find the model which makes the maximum response. Suppose

the distances between different parts and the root filter are independent from each other,

the following formula can be calculated with the QP algorithm:

max
z
w1 · φ1(x, z) = max

z

∑
j

wj · φ(x, zj) +
∑
j,k∈E

wjk · φ(zj , zk), (4.3)

in which zj denotes the location of part j, wj denotes the template of part j, wjk denotes

the deformable model of part j and k, and E denotes the boundary. φ(x, zj) represents the

HOG feature at location zj , and φ(zj , zk) represents the deformation difference between

part j and part k. For a given training set (xi, si, yi), we can employ the LSVM algorithm

for training the model parameter w.

At the stage of model training, we set si = 1 if the training sample has a large scale

(h > 100), in which si is no longer a hidden variable. And we set si = 0 if the training

sample has a small scale (h¡50), in which si is not a hidden variable, either. If the training

sample has a medium scale (50 < h < 100), the training sample can be considered as

both a high resolution object and a low resolution object. In this case, si becomes a
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hidden variable, which can be added to the set of hidden variables of the LSVM model for

training. The rough procedure consists of the random initialization of variables si and zi,

the calculation of model parameter β in model training, and the acquisition of value for

the hidden variable in accordance to the maximum response which would be taken into

the next iteration.

4.2 Methods for Re-identification of Persons in Real-life

Video

4.2.1 Measuring Video Object Similarity

The calculation of image similarity is a key step in image retrieval. And the measurement

method has a significant influence on the sorting of the retrieval results. Different from

the traditional text-based retrieval methods, which based on point and range queries,

content-based video object retrieval relies on similarity matching. The similarity of the

image to be calculated is the degree of similarity between the eigenvectors representing the

image content. Similarity calculation methods vary with the attributes of image content.

Generally, the image features are extracted and quantified and then represented by vectors,

which can be viewed as points in a multi-dimensional space. The similarity between images

is measured by the distance between the points in the feature space. In addition, relation

analysis and correlation coefficient are also utilized.

Distance Measurement

After extracting the image features, the most intuitive method is to measure the similarity

of two images directly by the distance between the image feature vectors. Distance measure

is to measure the distance between feature vectors in space. The longer the distance, the

greater the difference. Image retrieval is to find those points with nearest feature vector

distance with the queried image. Distance Mi is defined as follows:

d(x, y) = (

n∑
i−1
|xi − yi|r)

1
r (4.4)
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where, X and Y are images, and xi and yi are the i − th feature vector of Image X and

Image Y , respectively. when r=1,the distance is called Manhattandistance, which is the

distance of absolute distance When r=2, the distance is called Euclideandistance, which is

the distance we commonly referred to as. The Euclidean distance treats feature difference

equally, though each attribute may play a different role in distinguishing features. When

r goes to infinity, the distance is called Chebyshev distance, which can be expressed as

Equation :

d(x, y) = max
1≤i≤n

|xi − yi| (4.5)

In addition, P. C. Maharanobis, an Indian statistician, introduced the Mahalanobis

distance (Msdistance), which takes advantage of covariance matrix as follows:

d(X,Y ) = (X − Y )TW−1(X − Y ) (4.6)

where d(X,Y ) = (X − Y )TW−1(X − Y ), W is the covariance matrix that is unable

to be calculated without priori knowledge about different classes. If each of these axes

is rescaled to have unit variance, then Mahalanobis distance corresponds to standard

Euclidean distance. Different from Euclidean distance, Mahalanobis distance takes into

account the relationships between the various features and is independent of scale.

Correlation Measurement

In the distance measurement, the feature vector is a point in the feature space, where a

smaller spatial distance indicates a higher similarity between two images. In the corre-

lation measurement, the correlation between two feature vectors is calculated to indicate

similarity. The following is some commonly used methods of calculation. The inner prod-

uct correlation is a non-normalized correlation.

C =
n∑
i=1

xiyi (4.7)

The inner product in this calculation C =
∑n

i=1 xiyi method is possibly infinite. If

the inner product of the two eigenvectors is 0, they are not correlated. When the inner

product is not 0, the infinity of its value brings trouble to the comparison and ordering. It
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does not directly reflect the correlation degree. Cosine formula is a normalized correlation

calculation which uses eigenvector length to normalize the inner product of vectors, as

shown in equation:

cos θ =

∑n
i=2 xiyi√∑n

i=1 x
2
i

∑n
i=1 y

2
i

(4.8)

In this calculation method cos θ =
∑n
i=2 xiyi√∑n

i=1 x
2
i

∑n
i=1 y

2
i

, the cosine of an angle between vectors

is used to represent the correlation. Cosine similarity ranges from 0 to 1. If cos θ = 1, the

two vectors are scalar multiples of each other and exactly the same; if cos θ = 0, the two

vectors are orthogonal and not correlated. If the denominator is the standard value 1, then

the cosine correlation is the same as the inner product correlation. Pearson’s correlation

coefficient is the covariance of the two variables divided by the product of their standard

deviations. It is commonly used in cluster analysis and multimedia retrieval. For color

histogram intersection calculating similarity, a normalized histogram intersection method

is as follows:

rXY =

∑n
i=1 min(xi, yi)∑n

i=1 xi
(4.9)

In fact, if the denominator is calculated as Equation (4.9), it is a correlation coefficient:

rXY =

∑n
i=1 min(xi, yi)∑n
i=1 max(xi, yi)

(4.10)

The correlation calculation is mainly used for color similarity measurement, especially

for color histograms, for its insensitivity to image size, histogram dimension, partial oc-

clusion and other conditions.

Multi-feature Similarity Calculation

The above similarity measurements are for cases where there is only one single eigenvector.

In fact, the description of an image generally requires more than one feature. We make

use of a multi-dimensional composite feature integrating features such as color, texture

or shape to fully describe the images attributes. The image similarity based on this

multidimensional composite feature can be expressed by a linear weighted sum of each

single features similarity. Suppose k features are used to describe a given image, if the
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similarity of the i− th feature is δi, then the overall similarity δ is as follows:

δ =

k∑
i=1

λiδi (4.11)

where,λi ≥ 0, indicating the importance of the i − th feature which is determined by

experiments generally.

In many cases, the image also has binary feature, such as whether the image contains

text information or not. Here, relational coefficient should be used in similarity calculation.

Suppose there are k features; the similarity of the i− th feature is δi, with a weight of λi;

and there are j binary features, whose similarity is binary ρ (1 or 0). The overall similarity

is as follows:

δ = Πiρi(x, y)
∑
k

λkδk(x, y) (4.12)

The binary feature plays a key role in the overall retrieval results. If any of the binary

features does not match, the image is not matching. It is worth mentioning that the

inter-image similarity measurement discussed above does not take into account the effects

of human visual characteristics. Studies of visual perception show that humans judgment

of similarity also depends on the high-level semantic cognition of image content.

4.2.2 An Overview of the Proposed System

The techniques of moving person retrieval information from a video database include

shot segmentation, person detection, scene segmentation, feature extraction and similarity

calculation. As shown in Fig 4.2, shot segmentation refers to automatically segmenting

video clips into shots as the basic unit for indexing. One second of video contains 20 to

30 video frames[17], and neighboring frames are very similar to each other. There is no

need to perform retrieval and matching for each frame, and frame differentiation is used

to detect and extract the moving person. Frame differentiation relies on the change of

pixel value between neighboring key frames. A change value greater than the established

threshold value marks the pixel position of the moving person[5]. This step is important

in video parsing and directly affects the effectiveness of moving person retrieval.

The measurement method for similarity calculation influences the results ranking of
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Figure 4.2: Overview of Person Re-identification System.

object retrieval. Essentially, image similarity calculation computes the content of feature

vectors from the objects. Each feature attribute selection can employ a different similarity

computing method. Frequently, image features are extracted in the form of feature vectors

that can be regarded as points in multidimensional space. The most common similarity

measure method uses the distance between two spots in feature space. We also use distance

measurement and correlativity calculation to scale the comparability between images.

Our proposed method is presented in Fig 4.3 We use traditional histogram and SPM

histogram to retrieve the object. The traditional histogram method contains three parts,

the color histogram feature extraction, color histogram distance computing and out-

putting. The difference between SPM histogram and traditional histogram is the his-

togram distance computing part. The sample image and matching image are segmented

into three parts, the upper, middle and lower part. The three parts are then separately

computed the color histogram distance, and use average distance to evaluate the results.

Then the system uses GMM model to filter the top 20 results, extracts the GMM main

color feature and computes the similarity of them. Finally, the system outputs the rank

of top 10 results.

4.2.3 Color Histogram Feature Extraction

The histogram of an image is related to the probability distribution function of the images

pixel density. When this concept is extended to a color image, it is necessary to obtain the
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Figure 4.3: Overview of Proposed System.

joint probability distribution value for multiple channels. In general, a color histogram is

defined by the following equation (9):

hA,B,C = N • Prob(A = a,B = b, C = c) (4.13)

where A, B and C indicate three color channels (R, G and B or H, S and V) and N is

the sum of all pixels in the image. In terms of computing, the first step is to discretize

the pixel values of the image, creating statistics for the number of pixels of each color for

color histogram.

4.2.4 Histogram of Color Feature Similarity Measurement

Several methods exist to calculate and weigh the similarity measurement of the histogram.

The distance formula of the similarity measure between images is based on the color

content. Euclidean distance, histogram intersection and histogram quadratic distance are

widely used in image retrieval.

The Euclidean distance of the histogram between two images is given by the following

equations:

d2(h, g) =
∑
A

∑
B

∑
C

(h(a, b, c)− g(a, b, c))2 (4.14)
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where h and g are two histograms and a, b and c are the color channels. The formula

subtracts the pixel value in same bin of histogram h and g.

The formula for histogram intersection distance is as follows:

d(h, g) =

∑
A

∑
B

∑
C min(h(a, b, c)− g(a, b, c))

min(|h|, |g|)
(4.15)

where |h| and |g| stand for the pixel values of image sampling in histogram h and g,

respectively. The method image sampling measure which could reduce nonmeaningful

distractors element in a complex background.



Chapter 5

Evaluating the Pedestrian

Detection and Person

Re-identification

5.1 Evaluation of Pedestrian Detection

5.1.1 Data set of Person Detection

1.INRIA

The INRIA data set is a static pedestrian detection database which has been widely

employed in recent researches. The training set consists of 614 positive samples (containing

2,416 pedestrians) and 1,218 negative samples.The test set consist of 288 positive samples

(containing 1,126 pedestrians) and 453 negative samples. Images in the INRIA data set

are mainly collected from google, GRAZ-01 and personal photographs.

2.Caltech Pedestrian Database

The Caltech Pedestrian Database is a large scale database. It consists of videos of 640x480

pixels with 30 frames per second, captured by in-vehicle cameras for about 10 hours.

Within these videos, 250,000 frames (around 137 minutes), 350,000 bounding boxes, and

2,300 pedestrians are manually annotated by human experts. The data set is divided into

10 sets, among which sets 00-05 are used for training, and sets 06-10 are used for testing.

In our experiment, we also employ sets 00-05 for training and sets 06-10 for testing.
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5.1.2 Evaluation of Person Detection

Whole Image Evaluation

The detection result for an image consist of a set of bounding boxes (BB) and a corre-

sponding confidence score. If the detection result (BBdt) and the standard result (BBgt)

has a great extent of overlapping, we consider the detection result matches the standard

result. We define that a detection result matches the standard result if they have over

50% parts overlapped:

a0 =
area(BBdt ∩BBgt)
area(BBdt ∪BBgt)

> 0.5 (5.1)

Each BBdt can match to at most one BBgt, which means that every detected BBdt can

only match one BBgt but not multiple BBgts. Therefore, if a detection result BBdt could

match multiple BBgts, we only select the BBgt with the highest confidence as the final

detection result. If a BBdt is not matched with any BBgt, it is labeled as false positive.

And if a BBgt is not matched with any BBdt, it is labeled as false negatives as well.

5.2 Evaluation of Person Re-identification

5.2.1 Data Set of Person Re-identification

Figure 5.1: The Location 1 in Person Re-identification.
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Figure 5.2: The Location 2 in Person Re-identification.

We evaluated the performance of different color spaces for real-life video data. Uneven illu-

mination distribution should affect person re-identification results in color images. There-

fore, we created a video data set to test the validity and robustness of our method. We

recorded the video data on a school campus. Six pedestrians walked from left to right in

order under a surveillance camera, as shown in Figure 5.1 and Figure 5.2. Our real-life

video data consists of two videos that were recorded simultaneously at different locations.

Location 1 was bright and location 2 was dark. The videos were recorded at 25 frames

per second.

SARC3D dataset

The SARC3D dataset consists short video clips of 50 people which has been captured with a

calibrated camera. We employ the SARC3D dataset to effectively evaluate different person

re-identification methods. To simplify the image alignment process, we manually select

four frames for each clip which correspond to the predefined positions and postures, i.e.

back, front, left, and right, of these people. The selected dataset consists of 200 snapshots

with four views for each person. For person re-identification, we randomly choose one

of the four views for each person, calculate the similarity scores with all other images,

and find the most similar images by sorting their similarities with the chosen image. The

images of the same person with different positions and postures should be ranked higher
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than the other images.

5.2.2 Evaluation Method of Person Re-identification

We focused on the degree of search result accuracy using evaluation parameters for preci-

sion. Precision reflects the capability of filtering irrelevant content. These video retrieval

system performance criteria reference the evaluation method for information search sys-

tems. For a retrieval object, the retrieval system returns a sort of search results. The

precision rate expresses the number of correct relevant retrieval results divided by the

number of total retrieval results.

Precision(%) =
A

A+B
× 100 (5.2)

AveragePrecision(%) =
1

n

n∑
i=1

Precision(i) (5.3)

in formula (11),(12), A is the number of correct relevant retrieval examples, B is the

number of irrelevant video retrieval examples.



Chapter 6

Experiments of Pedestrian

Detection and Person

re-identification

6.1 Experiment of Pedestrian Detection

6.1.1 The Result in INRIA

We evaluate our algorithm with the INRIA pedestrian database and the Caltech pedes-

trian database, respectively. There are nearly one thousand pictures in INRIA pedestrian

database. Our model is trained on the INRIA training set, and evaluated on the INRIA

test set.

The multi-resolution DPM-based pedestrian detection algorithm acquires a precision of

87.2% on INRIA pedestrian database, which is slightly better than 86.9% as the precision

of the standard DPM. As shown in fig 6.1 and 6.2, this is mainly because that there are

too few picture samples in this data set, and the pedestrian scale is too big in the pictures.

Only a few pictures contain the small-scale pedestrians, in which case the multi-resolution

DPM detector cannot change the detection method at the high resolution. Therefore, the

detection result is almost the same as the standard DPM result.
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Figure 6.1: The Result on Near-Distance in INRIA.

6.1.2 The Result in Caltech

Training our model on the Caltech pedestrian database is more challenging than on the

INRIA dataset. The number of samples in the Caltech pedestrian dataset is large, which

is much larger than the number of samples in the INRIA dataset. In addition, samples

are mainly acquired from the in-vehicle cameras. The images are close to the real world,

which is different from the images collected on the Internet in the INRIA dataset. Finally,

the Caltech pedestrian dataset consists samples of 640 × 480 pixels resolution, in which

many pedestrian targets of small scales are included.

In this section, set0 to set5 in Caltech database are employed for training, and set6

to set11 are chosen for testing. The experiment result suggests that the multi-resolution

DPM algorithm renders better detection results than that the standard DPM in terms of

all testing sets, figure 6.3 shows the result based on all test samples. The multi-resolution

DPM-based pedestrian detection algorithm achieves a missing rate of 52% (1FPPI), which

is much better than the missing rate 59% (1FPPI) achieved by the DPM pedestrian de-

tection algorithm. This result suggesting that multi-resolution DPM has better detection
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Figure 6.2: The Result on Middle-Distance in INRIA.

effect than the standard DPM. In terms of the large-scale samples (h¿80) in Caltech

database, the multi-resolution DPM-based detection algorithm renders a missing rate of

18% (1FPPI), while the standard DPM-based detection algorithm renders a missing rate

of 26% (1FPPI), which suggests that the multi-resolution DPM also outperforms the stan-

dard DPM for large-scale targets, as shown in fig 6.7 and 6.8. For small-scale samples,

the difference in both models is not as obvious, which is mainly because that the useful

information at small scales is very limited (the objects at less than 30 pixels are known

as small-scale objects). At this point, the detection algorithm cannot acquire enough

information for detection.

Figure 6.4, 6.5 and 6.6 show the detection results for near-distance, middle-distance and

far-distance samples, respectively. Specifically, the near-distance corresponds to pedestri-

ans with height h > 80 pixels, the middle-distance corresponds to pedestrians with height

h > 30 but h < 80, and the far-distance corresponds to pedestrian with height h < 30.
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Figure 6.3: The Result on All-distance Samples in Caltech database.

6.1.3 The Result in Part of Caltech

In order to better explain the experiment result, we further select 3,000 pictures from

the standard Caltech database for evaluation. This experiment is conducted to compare

the detection effects of the detection algorithm at a high resolution (corresponding to

the standard DPM algorithm), the detection algorithm at a low resolution (correspond-

ing to merely the root filter-based DPM algorithm), and the proposed multi-resolution

DPM algorithm. The experiment result is shown in Figure 6.9, in which LR represents

the low-resolution detection algorithm, HR represents the high-resolution detection al-

gorithm, and MR represents the multi-resolution detection algorithm. According to the

overall comparison, the multi-resolution DPM algorithm is better than the high-resolution

detection algorithm on the testing set. We find that the missing rate on test set is 52%

with a rigid template. This is lower than 59%, which is the missing rate with the stan-

dard DPM algorithm. This is because most of the pedestrian samples are with height

30 < h < 80, and even the high-resolution algorithm cannot detect the small-scale targets.
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Figure 6.4: The Result on Near-Distance in Caltech database.

The standard DPM algorithm achieves a good detection effect for the large-scale targets.

In terms of large-scale target detection, the multi-resolution DPM algorithm achieves sim-

ilar performance as the standard DPM algorithm. Both algorithms are better than the

low-resolution detector. In terms of the small-scale target (h < 90) detection, we find

that the detection effect of the standard DPM algorithm drops quickly as the target scale

grows small. The detection effect of the multi-resolution DPM algorithm is slightly lower

than that of the rigid template.

6.2 Experiment of Person Re-identification

We compared the following three methods in our experiments.

Method 1: Traditional color histogram in RGB, HSV, UVW color space.

Method 2: SPM color histogram RGB, HSV, UVW color space.

Method 3: GMM main color feature RGB, HSV, UVW color space.
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Figure 6.5: The Result on Middle-Distance in Caltech database.

6.2.1 Experiment in Different Color Space

As shown in Table 6.1, the histogram in RGB has a better performance than in HSV in

location 1. We listed the top 5 results of RGB histogram for location 1 in Table 5. The

quantization method of the RGB color space was RGBbin = 8,8,8. We found the RGB

color space can reflect all sorts of colors from the image of result but the color channels

contain the background color. This is the important factor affecting the results. Because

the scene in the location 2 is too darker, The traditional color histogram method has not

spatial information to distinguish between them.

HSV color space The RGB results are based on machine vision, while the HSV results

are closer to human visual perception. location 2 are shown in Table 6.2. the quantification

of HSV is HSVbin=16,8,8. The wrong result of person wears a similar clothes with right

result that a dark red coat and dark green trousers. When we compare the histograms

between the results, the wrong result does not perform the histogram of trousers color,

but the background color. In location 2, the illumination is dark, and the background is
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Figure 6.6: The Result on Far-Distance Samples in Caltech database.

Color spaces

Persons RGB(%) HSV(%) UVW(%)

P1 80 70 90
P2 80 80 90
P3 70 80 70
P4 80 70 80
P5 60 60 70
P6 80 80 80

Table 6.1: The Precision Rate for Persons Retrieval in Location 1

grey, the results of histogram just showed the clothes, and neglected the background and

trousers color.

UVW color space As shown in Table 6.1, the performance of UVW is better than

HSV and RGB. The reason is that the results were affected mostly by the color transfer,

In different illumination, the color histogram of one??s clothes would be transferred to

other color. For example, the red color in a dark environment seems like a black or gray

color. The UVW color space is aimed at this problem.
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Figure 6.7: Large-scale Target on Subset of the Caltech.

Color spaces

Persons RGB(%) HSV(%) UVW(%)

P1 70 80 100
P2 80 70 70
P3 80 80 90
P4 70 70 80
P5 60 70 70
P6 80 80 80

Table 6.2: The Precision Rate for Persons Retrieval in Location 2

6.2.2 The SPM Histogram Experiment

The color space histogram method is presented based on SPM. The SPM histogram pro-

vides additional space information in the matching step. The sample person image is

evenly segmented as three parts: upper, middle and lower. The three parts are separately

computed the color histogram distance, and use average distance to evaluate the results.

As shown in Table 6.3 and Table 6.4, the performance of SPM histogram is better than

the traditional histogram in RGB and HSV color space. Because the separated parts of

retrieval object often contain the different background colors and the proportion of the

background is greater than the object??s body in the lower part.
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Figure 6.8: Small-scale Target on Subset of the Caltech.

Method RGB HSV UVWS

Histogram 75 73.33 80
SPM histogram 71.66 75 70
GMM 86.66 85 88.33

Table 6.3: The Average Precision for Persons Retrieval in Location 1.

6.2.3 The GMM Main Color Experiment

In case of GMM color modeling, the similarity of two images are the measurement of color

Gaussian distribution. In this method, we match the similarity of the main color distribu-

tion between the sample and retrieval objects. Because of the weak color discrimination,

we use the red blue and green primary colors to constitute an image.The right results

have a similar color distribution with the sample person image. In the last image, the

irrelevant results of GMM weight distribution are different from the relevant result. the

Method RGB HSV UVWS

Histogram 73.33 75 81.66
SPM histogram 83.33 85 80
GMM 81.66 83.33 85

Table 6.4: The Average Precision for Persons Retrieval in Location 2.



6.2. EXPERIMENT OF PERSON RE-IDENTIFICATION 62

Figure 6.9: The Result on Subset of the Caltech.

GMM method effective solve the problem of color transfer in location 1, but in a dark

environment, location 2, GMM has a poor performance.

6.2.4 Experiment on VIPeR Dataset

We examine the appearance model for person re-identification based on the VIPeR dataset,

which consists of 632 pedestrian image pairs taken from arbitrary viewpoints under varying

illumination conditions. Each image is scaled to 128× 48 pixels.

As shown in Fig 6.10, our proposed method outperforms the histogram-based methods

in the RGB color space, and the traditional histogram and the SPM histogram methods

generate very similar results. We also observe that the proposed method in the HSV

space performs better than in the RGB space, as shown in Fig 6.11. This is because that

the image illumination in the VIPeR dataset varies significantly. The SDALF method

renders a slightly better result than our proposed method, while our method has a great

advantage on the calculation cost. Specifically, the SDALF takes about 3850 seconds to

extract its features from 1264 images in the VIPeR dataset, while our proposed method

takes only 40 seconds to extract and calculate the color histogram features. In addition,
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Figure 6.10: CMC curves on the VIPeR dataset for the proposed method and histogram
methods in RGB space

the SDALF method needs about 4260 seconds to compare all 399424 pairs of images,

while our method needs only 610 seconds to calculate the GMM similarity for comparison

in 1264 images. This result suggests that in terms of computational cost our approach

significantly outperforms the SDALF method.
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Figure 6.11: CMC curves on the VIPeR dataset for the proposed method and the other
methods in HSV space

6.2.5 Experiment on SARC3D Dataset

The SARC3D dataset consists short video clips of 50 people which has been captured with a

calibrated camera. We employ the SARC3D dataset to effectively evaluate different person

re-identification methods. To simplify the image alignment process, we manually select

four frames for each clip which correspond to the predefined positions and postures, i.e.

back, front, left, and right, of these people. The selected dataset consists of 200 snapshots

with four views for each person. For person re-identification, we randomly choose one

of the four views for each person, calculate the similarity scores with all other images,

and find the most similar images by sorting their similarities with the chosen image. The

images of the same person with different positions and postures should be ranked higher

than the other images.
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Figure 6.12: CMC curves on the VIPeR dataset for the proposed method and the other
methods in RGB space

In the dataset, 6 people are not fully visible in their images and 2 people are observed

with the same dressing, i.e. colors and combinations, except for the waling postures.

We remove images of these people to avoid the different size of their masks form in the

original images. All methods in the experiment are based on the RGB color space. Fig 6.12

shows the average CMC curves for the person re-identification under different methods.

Our method significantly outperforms the SDALF method in recognition rate because the

backward information in GMM matching has been filtered out given the people annotation

template in the dataset. In the meantime, our method significantly outperforms the

SDALF method in calculation cost, with only 30 seconds for color histogram feature

extraction and image matching in 126 images, while the latter takes about 440 seconds

for feature extraction and 70 more seconds for image matching.



Chapter 7

conclusion

7.1 Summary of Pedestrian Detection and Person Re-identification

In the pedestrian detection part we proposed a Pedestrian Detection Method at Multiple

Resolution. Especially during pedestrian detection under the high resolution, such an

algorithm can generate very significant effects. However, targets in images acquired in

the real world are under diverse resolutions in most cases. Considering this, the standard

DPM is subjected to great limitations. Here, a multi-resolution DPM algorithm based on

the standard DPM algorithm is presented. In this way, pedestrian detection is fixed to

different resolutions. For example, pedestrians under the high resolution can be detected

through a deformable part model, while those under the low resolution are detected based

on the rigid template.

In the person re-identification we present a system to solve the problem of pedestrian

re-identification in surveillance video which was limited by low-resolution, high video noise

and monitoring scope. Our proposed framework deals with several problems such as

variations of illumination conditions, poses and occlusions. Since the appearance of color

distribution of pedestrian do not change in the process of monitoring, our paper uses the

color histogram as statistic descriptor and chose RGB, HSV, and UVW as color space.

Traditional histogram method extracting the global color distribution as the feature and

the object color structure information will be neglected. In order to make up for the

weakness of the lack of spatial information, the SPM model was used to supplement the

structure information for the color feature. We also use the GMM model to verify the
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influence of the color feature in pedestrian re-identification. Through the experimental

results that the UVW color space could provide an effective matching. The GMM main

color model have a good performance in RGB and HSV color.
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