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Abstract

In this thesis, the emotion classification based on Ren_CECps and its application on

humanoid robot REN-XIN are proposed. ”Affective Computing” provided by Picard in

1997, which is of great importance and is computing that relates to, arises from, or de-

liberately influences emotion or other affective phenomena. The recognition model in

our research is trained from a multi-label Chinese emotion corpus annotated by Ren

Lab(Ren_CECps). In order to find the complex distributions of every annotated sen-

tences, we be the first group to make a 2D graph using t-SNE(t-Distributed Stochastic

Neighbor Embedding) algorithm, and a 3D visualization map is also proposed. To avoid

the point overlap, we propose an emotion separated TF·IDF(SeTF·IDF) algorithm to

assign one multi-label annotated sentence with different feature vectors for every single

category.

The 2D and 3D reduced distribution maps gives us a clearer view of the distance within

every separated emotion sentence. The points position changed between SeTF·IDF and

TF·IDF inspired us to apply a distance measurement algorithm to recognize the emotion

categories. We finally propose a fast WMD method which is a 16000 times faster version

of Word Mover’s Distance(WMD) algorithm. Utilizing the distance features generated

by fast WMD method, our experiments show that the SVM classifier get the best F1

scores of 0.318 than the features calculated by SeTF·IDF and TF·IDF of F1 scores of

0.293 and 0.203 respectively. Our cross-language experiments based on Chinese emotional

corpus Ren_CECps and English news dataset 20 newsgroup show that with the fast

WMD computed features, SVM classifiers get 3 times and 9 times improvement of F1

scores respectively compared with the same dimension features reduced from tradition

TF·IDF.

Despite the huge progress achieved in robot field, the expression controls of humanoid

robot with visual human-likeness face are still manually operated by developer for specified

or limited scenarios. With the ’soul’ embedded with the emotion recognition model trained

with the distance features above, we try to enhance the ’body’ of our humanoid robot

REN-XIN by improve the expression ability. We utilized the proposed fast WMD method



which can recognize nine emotion categories in texts as emotional trigger to generate

the corresponding action labels according to the robot’s response. For the robot system,

running the computed basic expression and the voice at the same time, we can get an

acceptable humanoid robot interaction with emotion expression.

During the running interaction with Actroid REN-XIN, the fast WMD based emotional

trigger system needs at least 7s to deal with the response. To make a real time interaction,

the seamless user experience is a essential aspect. Thereby, for people are communicating

with humanoid robot, the delayed feedback results to no long communication desire. To

solve this rough gap, we propose a CNN+LSTM based DNN model. In the experiments,

we utilize the same sub-data sets of the Chinese emotional corpus(Ren_CECps) used in

fast WMD experiments. The experiments are proceeded in fast WMD, CNN+LSTM, CNN

and LSTM respectively. The results show that CNN+LSTM gets the best result of F1

score 0.35 in 1v1 experiment, and almost the same accuracy with fast WMD of F1 scores

0.367 with 0.366 in 4v1 experiment. In the training process, our experiments show that the

DNNs only need 3 epochs to finish training. This is not only the difference between minutes

and weeks cost in training, but also the extended flexibility for the actroid robot. Our

contributes show the CNN+LSTM model has excellent ability for emotion classification

and robot control with time sensitive.



Chapter 1

Introduction

周穆王西巡狩，越昆仑，不至弇山。反还，未及中国，道有献工人名偃师，

穆王荐之，问曰：“若有何能？”偃师曰：“臣唯命所试。然臣已有所造，

愿王先观之。”穆王曰：“日以俱来，吾与若俱观之。”越日，偃师谒见王。

王荐之曰：“若与偕来者何人邪？”对曰：“臣之所造能倡者。”穆王惊视

之，趣步俯仰，信人也。巧夫，顉其颐，则歌合律；捧其手，则舞应节。千

变万化，惟意所适。王以为实人也。

English: pKing Mu of Chou made a tour of inspection in the west...and on his

return journey, before reaching China, a certain artificer, Yen Shih by name,

was presented to him. The king received him and asked him what he could do.

He replied that he would do anything which the king commanded, but that he

had a piece of work already finished which he would like to show him. ’Bring

it with you tomorrow’, said the king, ’and we will look at it together.’ So next

day Yen Shih appeared again and was admitted into the presence. ’Who is

that man accompanying you?’ asked the king. ’That, Sir’, replied Yen Shih,

’is my own handiwork. He can sing and he can act.’ The king started at the

figure in astonishment. It walked with rapid strides, moving its head up and

down, so that anyone would have taken it for a live human being. The

artificer touched its chin, and it began singing, perfectly in tune. He touched

its hand, and it began posturing, keeping perfect time. It went through any

number of movements that fancy might happen to dictate. The king, looking

on with his favourite concubine and other beauties, could hardly persuade

himself that it was not real.[75]y
— 列子·汤问

(Lieh-tzu·The Questions of T'ANG)

1
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The epigraph tells a story that King Mu of Chou made a tour of inspection in the

west, on his return journey, a man named Yen Shih presented a handiwork which could

sing, act and made the King think it was a real man in astonishment[27, 75], which was

recorded in one of the most famous Taoist teachings named Lieh-tzu finished two thousand

years ago. Fig.1.1 shows the content of this story re-edited in Siku Quanshu two hundred

years ago. During thousands of years, from east to the west, making an automation which

can mimic human activities has attracted great interest of talents. And resulting to one

famous note by Marvin Minsky about the intelligent and emotions of robots: the question

is not whether intelligent machines can have any emotions, but whether machines can be

intelligent without any emotions[69]

Figure 1.1: The story of King Mu of Chou and Yen Shih written in the Question of T’ANG
recorded in Siku Quanshu

With the development of science, the two aspects of a robot: body and soul are

improved in different ways. For the body, materials change from wood to metal or plastic,

power improves from potential energy to electric source or gasoline engine, with powerful

control algorithms, the body can be made as human beings more than ever. However,

the ’soul’ consisted of intelligent improve slowly and yet recent years get great advance

due to the AI(Artificial Intelligence) innovation. In this thesis, we focus on enhancing

the emotion recognition ability of ’soul’, and giving an application demo of automatic
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emotional expression based on an advanced humanoid robot REN-XIN.

In this thesis, the emotion recognition ability is based on text, and it is a text emo-

tion classification problem, one of the key dimensions in ”Affective Computing” provided

by Picard in 1997, which is of great importance and is computing that relates to, arises

from, or deliberately influences emotion or other affective phenomena[85]. The recognition

model in our research is trained from a multi-label Chinese emotion corpus annotated by

Ren Lab(Ren_CECps). In order to find the complex distributions of every annotated sen-

tences, we make a 2D graph using t-SNE(t-Distributed Stochastic Neighbor Embedding)

algorithm, and a 3D visualization map is also proposed. To avoid the point overlap, we

propose an emotion separated TF·IDF(SeTF·IDF) algorithm to assign one multi-label

annotated sentence with different feature vectors for every single category.

The 2D and 3D reduced distribution maps gives us a clearer view of the distance within

every separated emotion sentence. The points position changed between SeTF·IDF and

TF·IDF inspired us to apply a distance measurement algorithm to recognize the emotion

categories. We finally propose a fast WMD method which is a 16000 times faster version

of Word Mover’s Distance(WMD) algorithm. Utilizing the distance features generated

by fast WMD method, our experiments show that the SVM classifier get the best F1

scores of 0.318 than the features calculated by SeTF·IDF and TF·IDF of F1 scores of

0.293 and 0.203 respectively. Our cross-language experiments based on Chinese emotional

corpus Ren_CECps and English news dataset 20 newsgroup show that with the fast

WMD computed features, SVM classifiers get 3 times and 9 times improvement of F1

scores respectively compared with the same dimension features reduced from tradition

TF·IDF.

Despite the huge progress achieved in robot field, the expression controls of humanoid

robot with visual human-likeness face are still manually operated by developer for specified

or limited scenarios. With the ’soul’ embedded with the emotion recognition model trained

with the distance features above, we try to enhance the ’body’ of our humanoid robot REN-

XIN by improve the expression ability. We utilized the proposed fast WMD[94] method

which can recognize nine emotion categories in texts as emotional trigger to generate

the corresponding action labels according to the robot’s response. For the robot system,

running the computed basic expression and the voice at the same time, we can get an
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acceptable humanoid robot interaction with emotion expression.

During the running interaction with Actroid REN-XIN, the fast WMD based emotional

trigger system needs at least 7s to deal with the response. To make a real time interaction,

the seamless user experience is an essential aspect. Thereby, for people are communicating

with humanoid robot, the delayed feedback results to no long communication desire. To

solve this rough gap, we propose a CNN+LSTM based DNN model. In the experiments,

we utilize the same sub-data sets of the Chinese emotional corpus(Ren_CECps) used in

fast WMD experiments which are split in two ways: one is 50% for training and 50%

for testing(1v1 experiment); the other one is 80% for training and 20% for testing(4v1

experiment). The experiments are proceeded in fast WMD, CNN+LSTM, CNN and

LSTM respectively. The results show that CNN+LSTM gets the best result of F1 score

0.35 in 1v1 experiment, and almost the same accuracy with fast WMD of F1 scores 0.367

with 0.366 in 4v1 experiment. In the training process, our experiments show that the

DNNs only need 3 epochs to finish training. This is not only the difference between

minutes and weeks cost in training, but also the extended flexibility for the actroid robot.

The CNN+LSTM model is not all good, it still has weaknesses. Those will be discussed

in the final of this thesis.

1.1 Thesis Organization

This thesis covers the theories, methods, results, and discussions about the complex emo-

tion prediction and emotion-related topic development, which is organized in the rest

chapters as follows.

Chapter 2: Gives some basic knowledge about machine learning, feature selection

and deep neural network. In this chapter, the SVM, CNN and RNN will be specially

introduced. The emotion corpus used in this thesis will also be described.

Chapter 3: Presents the social background of Affective Computing, exporting the key

research field of emotion computing and sentiment analysis. Relying on the technology of

robotic, the development of humanoid robot is also introduced.

Chapter 4: Describes the Visualization of Ren_CECps. This chapter is the key part

of the thesis. The algorithm and deep learning structures learned are all inspired by the
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visualization results.

Chapter 5: Propose two emotion classification methods: one is Distance Features based

machine learning model trained with SVM, gets the best results compared with traditional

TF·IDF and emotion separated TF·IDF. The other one is deep neural network based

emotion classification model, multi-label and multi-class learning will be both explored in

this part.

Chapter 6: Describes some related tasks which mainly takes temporal informations

into account. We are trying to verify whether temporal informations can improve emotion

recognition for time sensitive questions.

Chapter 7: Gives the application of our Emotional Triggers System for Humanoid

Robot REN-XIN. This chapter describes the experiments that utilizing our proposed emo-

tion classification models to enhance the interaction with robot. To make a more smooth

interaction, the CNN_LSTM based model will be discussion in this part.

Chapter 8: Shows the evaluation process of emotion classification and emotional trigger

systems.

Chapter 9: Presents the discussion of the experiments and gives the conclusion and

future works.



Chapter 2

Background

In this chapter, some basic knowledge of Natural Language Processing, Deep Learning

and traditional machine learning models will be introduced.

2.1 Natural Language Processing

Natural language processing is a reach field that explores how computers can be used

to understand and manipulate natural language text or speech to do useful things[17].

Unlike the words in English or other Romance languages are naturally split with space,

the words in Chinese are all written continuously without any natural segment tags, except

the punctuations. This means the word based algorithms applied in English easily must be

faced with the fact that there are no words in Chinese, only characters can be afforded. but

characters only model will cause semantic loss and on the contrary get a worse performance

on words based models.

Word Segmentation Or called participle, is the problem of dividing a string of written

language into its component words. For example, converting a string c1c2c3c4c5c6 to space

split format c1 c2c3 c4c5c6, where ci means characters and {ci} means the words. Before

the word segmentation algorithms become maturity, the most used algorithm for preparing

the segmentation text is n-gram model, which can turn one string into several n-width

sub-strings. With the development of statistical machine learning, maximum matching

word segmentation[115] and smi-markov conditional random field(smi-CRF) for sequence

6
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segmentation[3] are proposed respectively. In this thesis, we use a HHMM based Chinese

segmentation tool named ICTCLAS1 or PyNLPIR(a python version of ICTCLAS)2 for

the preprocessing of text[121].

TF·IDF As a short of term frequency-inverse document frequency[41], is a numerical

statistic algorithm in information retrieval which is intended to show how important a

word is to a document in one corpus[54]. The TF·IDF is normally computed as follows:

tfij =
tfij∑
j tfij

idfij = log N

dfi + 1

tfidfij = tfij × idfij

where, i, j ∈ N

(2.1)

where, tfij means the frequency of wordj in the ith document.
∑

j tfij means the total

frequencies of words in the ith document. N means the total number of documents in

corpus, dfij means the count of how many documents contain the wordj and the dfi + 1

is to avoid division by zero. In practice, we use document-term(D-T) matrix to calculate

the TF·IDF as shown in Table 2.1.

Table 2.1: The example of document-term matrix
word1 · · · wordj · · · wordm

D1 tf11 · · · tf1j · · · tf1m

: :
. . . :

. . . :
Di tfi1 · · · tfij · · · tfim

: :
. . . :

. . . :
Dn tfn1 · · · tfnj · · · tfnm

In which, Di means the ith document in corpus and wordj means the jth word in

vocabulary. tfij means the frequency of wordj in document i. For idf computing, the

D-T matrix only need to convert tfij into 0 if tfij = 0, or 1 for otherwise. Then summing

the column j to get the df of wordj . In this thesis, all of the TF·IDF are calculated by
1http://ictclas.nlpir.org/
2https://github.com/tsroten/pynlpir
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the ”text”3 package of scikit-learn[81].

Word2vec The word2vec4 is a tool published by Mikolov et al. which contains model

and application that can convert words into n-dimension vectors by training a hidden layer

network. It has two traditional models to train the word vectors: one is the continuous

bag-of-word model(CBOW)[65], the other one is the skip-gram model[65, 67].

We assume the target word isKc, its i nearby words areKc−i, · · · ,Kc−1,Kc+1, · · · ,Kc+i,

and all of the words are a V −dimension one-hot vector defined as ν. The hidden layer is

represented as H. Its a N − dimension vector and hi means the ith unit. Applying those,

the training process can be simply defined as two linear transformation as follows, though

the output layer has a nonlinear softmax model.

H = W T
V xN · ν , for Input layer → Hidden layer

ν = W out
NxV ·H , for Hidden layer → Output layer

(2.2)

Figure 2.1: The continuous bag-of-word model
3http://scikit-learn.org/stable/modules/classes.html#module-sklearn.feature_extraction.text
4https://code.google.com/archive/p/word2vec/
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Fig.2.1 and Fig.2.2 show the two models in simple networks with corresponding weights

matrices. In the figures, we can clearly find that the CBOW model uses the i neighbors as

input and the target word as label sample. While the skip-gram model goes the opposite

way, utilizing the target word as input and the i neighbors as label samples.

Figure 2.2: The skip-gram model

Ren_CECps The Chinese emotional corpus annotated by Ren Lab is also called Ren_CECps5[87].

It contains 1487 blogs crawled through Internet. Every blogs are annotated by the

document→ paragraph→sentence structure with eight emotion tags of ”Joy”, ”Hate”,

”Love”, ”Sorrow”, ”Anxiety”, ”Surprise”, ”Anger”, ”Expect”.

Fig.2.3 is the sample of document→ paragraph→sentence structure annotation for the

blogs in Ren_CECps. As shown in Fig.2.3, the three level annotation structure can be

clearly tagged by the < document > tag, < paragraph > tag and < sentence > tag

respectively. Each levels is annotated with eight emotion categories and its corresponding

intensities, the intensity is a discrete value between 0.0 and 1.0. For the title of document,

the polarity is annotated except the emotion categories. In each of < document > and

< paragraph > levels, the topics are also targeted in the value of < Topic > tag following
5http://a1-www.is.tokushima-u.ac.jp/member/ren/Ren-CECps1.0/DocumentforRen-CECps1.0.html
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with the eight emotion tags.

Figure 2.3: The sample of three level annotation structure of Ren_CECps

The sentence level is the most important level to annotate for almost the whole emo-

tions are contained in this level. The polarity and eight emotion categories of every

sentences are annotated as default, the emotional keywords and phrases are tagged in the

tags of < Keyword > and < E_phrase > the same as the tags in < title >. Specially,

the eight emotion categories and corresponding intensities are annotated for word-based

emotion research which are not showed in Fig.2.3. Some linguistics informations are

annotated to extend the use of this corpus, like degree adverb tagged as < degree >,

punctuation as < punctuation > and rhetoric as < Rhetoric >. For opinion mining,

the opinion holder and opinion target are annotated in tags of < Opinion_holder > and

< Opinion_target > respectively. In < punctuation > tag of title and sentence, the

emotion type is added if possible.
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Table 2.2 shows the sentences numbers with different labels in Ren_CECps. The

percentages of sentences with more than three emotions is less than 0.5%, sentences with

one or two emotions take the percentage of over 94%, sentences with one or two or three

emotions get the percentage of over 99%. So, in general, a sentence has no more than 3

emotions.

Table 2.2: The number of multi-label sentences in Ren_CECps
label No. total one two three four five six

sentence No. 36525 22751 11731 1847 175 15 6
per. (%) 100 62.2888 32.1177 5.0568 0.4791 0.0004 0.0001

2.2 Deep Neural Networks

Deep neural networks are almost the most popular feature learning structure in every

machine learning fields. The key layers of DNN are all based on recurrent neural net-

work(RNN) and convolutional neural network(CNN) respectively or both in the traditional

structure or improved ones.

2.2.1 CNN

Convolutional neural network was published famously for its backpropagation algorithm[52]

and gradient-applied learning[53] in handwritten zip code recognition. But soon met its

winter in the 1990’s for lack of data. After Imagenet was published in 2009[21], the deep

neural networks[49] came again back to the top and open a new AI era.

In this sub-part, The traditional CNN will be introduced by a simple structure which

was shown in Fig.2.4. Although CNN is most used in Image field based on pixel, it can

also be applied to neural language processing based on the feature vectors of text. The

Fig.2.4 is drawn following the pixel style, where every units in the input layer represent

the pixel of image. The Fig.2.4 shows a 28× 28 input image with one convolution kernel

of size 5× 5, the stride in this example is 1,so the next layer gets a 24× 24 scaled feature

map. The next is a pooling layer with size of 6×6, calculated by a 4×4 pooling operation.

The final is output layer with full connection from pooling layer, the output is a 8D vector

which can be a multi-class classifier or a multi-label classifier depending on the task.
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Assuming the input image X1 is a n× n matrix with one channel and x1i,j means the

elements. The convolution kernel K is a k×k matrix and ku,v represents the values, where

k < n. The feature map X2 calculated by K is a m×m matrix, and x2i,j means elements.

The pooling map P is a t×t matrix with elements of x3i,j , calculated by a r×r size pooling

operation. The final layer Y is a w − dimension vector, yi is the value. For convolution

and pooling layers, f(xi,j) means the output matrix and the convolution layer will not

include activation functions.

Figure 2.4: The construction of CNN with parameters

Applying the representation above, the CNN in Fig2.4 can be calculated as follows:

The forward propagation:

• Convolution

x2i,j =

k∑
u

k∑
v

x1i+u,j+v · ku,v

X2 = f(x2i,j)

(2.3)

• Pooling

x3i,j =

(i+1)r−1∑
ir

(j+1)r−1∑
jr

x2i,j

P = f(x3i,j)

(2.4)
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• Output

Y = W · (Flat(P ))T + b

C = softmax(Y )

where, C means predicted labels.

(2.5)

The backward propagation:

Let δ be the error for the final layer in CNN with a cost function J(W, b), the error for

the pooling layer is computed as

δ2 = upsample((W 2)T δ) · f ′
(x2i,j) (2.6)

the upsample operation has to propagate the error through the pooling layer by cal-

culating the error to each unit incoming to the pooling layer. To calculate the gradient to

the convolution kernel, the formulas are as

∇W 1J(W, b) =
∑
i,j

(x1i,j) ∗ rot90(δ, 2)

∇b1J(W, b) =
∑

δ

(2.7)

For the backward propagation, the next subsection will give a specific mathematic

explanation based on RNN structure.

2.2.2 RNN

Recurrent neural network(RNN) was published for a long time[98, 86]. The experiments

in language model based RNN show the excellent ability of RNN to handle time sequence

problems[66]. Fig.2.5 shows a traditional RNN unit and its unrolled sequence structure in

time.

In Fig.2.5, X, Y andH means the input, output and hidden status respectively. Xt, Y t

and Ht means the corresponding t-time values. We assume xti, yti and hti to represent the

cell of the three layers. Win means the weight matrix of input to hidden layer, Wh means

the self transfer matrix of hidden layer and Wout means the weight matrix for hidden layer
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Figure 2.5: The traditional RNN structure(left) and its unrolled sequence in time(right)

to output layer. Uin and Uout represents the input and output of hidden layer with the cell

at t-time represented as (uiin)t and (uiout)
t. Relaying on these, the forward propagation of

traditional RNN can be calculated as follows:

Forward propagation:

Uin = WinX

Ht = tanh(WhH
t−1 + Uin)

Uout = WoutH
t

Y = Uout

(2.8)

where, Y = Uout is satisfied for only no activation function added, if the output layer

has an activation function(like softmax), the equation will be Y = σ(Uout), in which σ

means the activation function. In this thesis, the RNN will be explained in a simple way

without activation.

Loss function: Assuming that T represents the truth label of samples, the loss func-

tion in neural networks have two common styles:

• Sum of squared error(quadratic error)

E =
1

2
(T − Y )2 (2.9)

• Cross entropy error

E(T, Y ) = −[T ln(Y ) + (1− T ) ln(1− Y )] (2.10)

for different output by formula 2.9 and formula 2.10, the derivatives of the output layer

are as follows:
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• derivation of Quadratic error

∂E

∂Y
=

∂

∂Y

1

2
(T − Y )2 = Y − T (2.11)

• derivation of Cross entropy error

∂E

∂Y
=

∂

∂Y
(−[T ln(Y ) + (1− T ) ln(1− Y )]) =

Y − T

Y (1− Y )
(2.12)

In the backward propagation, for a simple explanation, we only take quadratic error

in consideration.

Backward propagation:

• The RNN has no activation for output layer, so the gradients for the output of

output layer and the input of the output layer are the same in formula 2.11. As in

formula 2.8, Y = Uout.

• Next we need to calculate the gradient of hidden layer to output layer, as in formula

2.8, Uout = WoutH
t.

∂E

∂Wout
=

∂E

∂Uout
∗ ∂Uout

∂Wout

=
∂E

∂Y
∗ ∂WoutH

t

∂Wout

= (Y − T ) ∗Ht

(2.13)

• The hidden layer Ht is not only connected with the Uout, but also contributed for

the next hidden status Ht+1 by self updating formula U t+1
hidden = WhH

t +WinX. So

the derivation of Ht based on the loss is the sum of these two derivations, as follows:

∂E

∂Ht
=

∂E

∂Uout
∗ ∂Uout

∂Ht

=
∂E

∂Y
∗ ∂WoutH

t

∂Ht

= (Y − T ) ∗Wout

(2.14)
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∂E

∂Ht+1
=

∂E

∂U t+1
hidden

∗
∂U t+1

hidden

∂Ht

=
∂E

∂U t+1
hidden

∗ ∂(WhH
t +WinX)

∂Ht

=
∂E

∂U t+1
hidden

∗Wh

(2.15)

the final updated derivation of Ht is in formula 2.16:

∂E

∂Ht
=

∂E

∂Ht
+

∂E

∂Ht+1

= (Y − T ) ∗Wout +
∂E

∂U t+1
hidden

∗Wh

(2.16)

• The derivation of input for self updating of hidden layer can be calculated as follows:

∂E

∂U t
hidden

=
∂E

∂Ht
∗ ∂Ht

∂U t
hidden

=
∂E

∂Ht
∗
∂ tanh(U t

hidden)

∂U t
hidden

=
∂E

∂Ht
∗ (1− (tanh(U t

hidden))
2)

=
∂E

∂Ht
∗ (1−Ht ⊙Ht)

where, Ht = tanh(U t
hidden)

(2.17)

• The derivation of the weight for input layer to hidden layer can be calculated as

follows:

∂E

∂Win
=

∂E

∂Uin
∗ ∂Uin

∂Win

=
∂E

∂Uin
∗X

(2.18)

• The derivation of the weight for hidden layer to hidden layer in time sequence can

be calculated as follows:
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Given U t
hidden = WhH

t−1 +WinX

∂E

∂Wh
=

∂E

∂U t
hidden

∗
∂U t

hidden

∂Wh

=
∂E

∂U t
hidden

∗Ht−1

(2.19)

According to all these formulas, we can update the weight matrices by gradient descent

below:

∂E

∂Wout
= (Y − T ) ∗Ht

∂E

∂Win
=

∂E

∂Uin
∗X

∂E

∂Wh
=

∂E

∂U t
hidden

∗Ht−1

∂E

∂Ht
= (Y − T ) ∗Wout +

∂E

∂U t+1
hidden

∗Wh

∂E

∂U t
hidden

=
∂E

∂Ht
∗ (1−Ht ⊙Ht)

(2.20)

Fig. 2.6 shows the gradient flow of RNN, where red dot line means the direction of

gradient in the RNN unit.

Figure 2.6: The gradient flow of RNN

The gradient flowing in the RNN unit will face the gradient vanish problem while

the iteration times increase. That means after several times, the RNN unit can not

catch any information. In order to enhance the long term memory, Long Short-Term

Memory(LSTM) was proposed[36]. Fig. 2.7 shows the structure of LSTM, the gradient

flow by red dot lines is also annotated in this figure. One of the other famous new

RNN structures is Gated Recurrent Unit(GRU)[15], which was first proposed for machine

translation. The GRU will not be introduced in this thesis.
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Figure 2.7: The gradient flow of LSTM

2.3 Traditional Classifiers in Machine Learning

Most of the traditional machine learning models are statistics based algorithm, like expec-

tation maximization (well known for EM algorithm)[72], naive Bayes classifier[95, 120].

But support vector machine(SVM) classifier is not, while it has excellent ability for non-

linear classification with light structure and little memory relay[18].

SVM algorithm utilizes the kernel function(for example, polynomial kernel) to match

the low dimension data into high dimension space, in which the linear inseparable data

can be line separable. As show in Fig.2.8.

Figure 2.8: The example of linear inseparable points in 2D(left) and their linear separable
positions in 3D(right)
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Fig.2.8 is a example of matching 2D data into 3D space, and the original low dimen-

sional data in high dimension space can clearly be separated by a hyperplane. Assuming

the kernel for matching is ϕ(·, ·) : Rlow→Rhigh. Defined the samples in low space as (xi, yi),

the hyperplane in high dimensional space can be defined as follows:

f(x) =
n∑

i=1

aiyi < ϕ(xi), ϕ(x) > +b (2.21)

where, < ϕ(xi), ϕ(x) > means the inner product of two points in high matched dimension

space.

In kernel function, the innner product of matched high dimensional points equals to

the kernel result of the inner product of the two point in original low dimensional space,

as formula 2.22:

< ϕ(xi), ϕ(x) >= ϕ < xi, x > (2.22)

Thus, the hyperplane can be written as:

f(x) =
n∑

i=1

aiyiϕ < xi, x > +b (2.23)

while the parameter ai can be approximated as dual problem:

max
a

n∑
i=1

ai −
1

2

n∑
i,j=1

aiajyiyjϕ < xi, xj > +b

s.t., ai ≥ 0, i = 1, · · · , n
n∑

i=1

aiyi = 0

(2.24)

The kernel function has two common types:

• Polynomial kernel: ϕ < xi, xj >= (< xi, xj > +R)d

• Gaussian kernel: ϕ < xi, xj >= exp(−∥xi−xj∥2
2σ2 )



Chapter 3

Related Work

Since the pace of modern life becomes more and more fast, people always work and live

with high stress. From the report published by WHO, one in four people in the world

will be affected by mental or neurological disorders at some point in their lives[80]. Thus,

it’s momentous to make emotion computable for psychotherapy, health prediction or any

other fields.

Emotions play an important role in successful and effective human-human communication[11].

There is also significant evidence that rational learning in humans depends on emotions[85].

With Google AI computer program AlphaGo beat Jie Ke at a three-game match in the

2017 Future of Go Summit, artificial intelligence drew the attention of the globe once

again and will continue standing on top of the tides. This makes us recall the famous

words noted by Marvin Minsky about the future of emotion computing: the question is

not whether intelligent machines can have any emotions, but whether machines can be

intelligent without any emotions[69].

Accompanying with the blossoming of the Word Wide Web, it’s much easier to ob-

tain text data to train a classifier. To show the abundant features of data, some inter-

active visualization methods were presented, like the most used parallel coordinates[39]

and scatter-plot matrix[25] in attribute-decided data visualization. For the uncertainty

of data labels, the measurement can be got in term of probabilities[102], which is useful

in unTangle Map[13] for multi-label data visualization. As machine learning algorithms

were introduced into NLP, a lot of annotated corpus without specific attribute values

can be visualized by dimension scaling[9, 74],SVD[103],t-SNE[62]. With better visualiza-

20



21

tion, the classification models can also be enhanced by integrating visual features and

text features[61, 124, 35]. When it comes in large graph visualization, avoiding notes

overlapping is another hot research topic. The principal method to solve this situation is

elongating the distance within points, like force transfer[38] or changing the distribution

of categories[4]. This is exactly what we do in this paper.

For similarity computing using a metric between two distributions, the Earth Mover’s

Distance(EMD)[96] is one of the well-studied algorithms. By calculating the minimum

cost that transform the distributions of color and texture into the other, the EMD can

get better results for content-based image retrieval[97] and even can detect phishing web

pages by visual similarity[26].

The most commonly used algorithms to represent the documents for similarity com-

puting are statistic based algorithms like TF·IDF[100], LDA[8], or trained vectors using

deep neural networks[67, 51].In paper[107], Wan applied EMD into document similarity

measurement successfully by decomposing the documents into a set of subtopics and using

EMD to evaluate the similarity of many-to-many matching between the subtopics.

Limited by the NLP and machine learning algorithms, the pioneering studies in emo-

tion computing were based on lexicons[2, 5, 12]. After years’ development, several anno-

tated multi-emotion corpus were published [68, 87, 73]. Based on the emotion annotated

corpus, the derived lexicon with multi-emotion tags can get higher F1 scores compared

with traditional lexicon-based feature[55]. Relying on those emotional corpus, sentiment

analysis can have a sub-field of emotion computing. A lot of machine learning algorithms

were explored. SVM, Naive Bayes and Maximum Entropy are some of the most com-

mon algorithms used[88, 110, 108]. Some research using HMMs had also achieved better

results[89, 84].

Emotion computing in Chinese has attracted many researchers due to the development

of microblogging and tweet. Some studies in sentiment analysis of Chinese documents[105]

turn to emoticon-based sentiment analysis[125]. But the studies of hidden sentiment as-

sociation in contents[104, 60] are still one of the key points, like Chinese idiom emotion

recognition[111], and can be especially important for measuring the mental healthy of

humanity[93, 56]. To improve the study of affective computing in social networks, some

standard corpus based on weibo data had been published[33, 40, 14]. Inspired by the ex-
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cellent performance of deep neural network in image recognition, a lot of researches based

on RNN[123], LSTM[119], CNN[117] for sentiment analysis had been done, works based

on sentiment embeddings also get excellent results[106] and will attract more and more

attention.

For estimating emotion of words that not registered in the lexicon, EMD can be applied

to vectors of words and get higher actuary compared with using only word importance

value[64].As the high time-consuming in EMD, the EMD based methods always limited

into keywords or topics, not the full words. With the fast specialized solvers of EMD[82]

was published, words fully transformed experiments can be carried out[50].

The early methods used in emotion computing are the same with machine learning field,

like LDA[92], SVM[118], Naive Bayes[101],is one of the most active research areas in NLP

field[57]. Most of the works are focused on social networks like twitter[71, 70], blogs[87,

59], microblog[113], or aimed to e-commerce purpose like movie reviews[79], products

opinions[29].Limited to the scale of annotated corpus, the previous studies always go from

the emotional lexicons based methods[12, 37]. The annotated emotion categories also vary

according to the different corpus: from two(positive, negative) to four emotions(anger,

fear, sadness and joy)[19] or eight emotions(Anger, anxiety, expect, hate, joy, love ,sorrow

and surprise)[87]. These non-uniform annotated methods make this research field harder

to extend large-scale corpus.

Recent years, deep neural network achieve high progress, and attract a lot of atten-

tions. Deep learning algorithms can enhance sentiment classification on social data[112],

and can handle large-scale sentiment classification[28]. Complex deep neural network ap-

plied on emotion cause extraction can also achieve great results[32]. The word2vec is one

of the most famous networks for word embedding[65]. A suite of deep belief network

had been proved effective for emotion recognition owing to its learned high-order non-

linear relationships[48]. Some works focused on character-level learning, and trained a

character-level convolution networks[122, 47].A sentiment treebank proposed for semantic

Compositionality[113] moves the field running into deep learning era.

A lot of deep neural networks based method have been proposed year by year. A

CNN based neural network can achieve stat of the art results within little hyperparamter

tuning[46], a neural network trained for a dialogue generation joining with emotion encoder[77],
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a simple LSTM model for affect recognition framework[114], and also a combined model

CNN-RNN can apply for video emotion recognition[22]. For more refined word represen-

tation, Glove was proposed[83]. Also many new deep neural networks are presented: like

GAN[30], ResNet[76] and sequence to sequence model for emotional chatting[127].

With time flowing, the innovation of automation turns into the robot developments,

and due to the technology improvement in decades, many humanoid robots were published

for societies, some of them are WABOT byWaseda University, Asimo by Honda, Robonaut

by NASA, Nadine by Nanyang Technological University and Actroid by Kokoro. Some

of the humanoid robots have the same body structure and they can walk, hold objects,

run or jump[63]. Some of the humanoid robots have human-like faces, and these robots

can sing, speak languages and make expression, one of them named Sophia developed by

Hong Kong-based company Hanson Robotics even become a Saudi Arabian citizen.

Despite the huge progress achieved in robot field, the expression controls of humanoid

robot with visual human-likeness face are still manually operated by developer for specified

or limited scenarios. To extend the application scenes,one way for solving this is to anno-

tate nine basic expression actions for our Actroid robot, and when comes to interaction, we

utilized the proposed fast WMD[94] method which can recognize nine emotion categories

in texts as emotional trigger to generate the corresponding action labels according to the

robot’s response. For the robot system, running the computed basic expression and the

voice at the same time, we can get an acceptable humanoid robot interaction with emotion

expression.

Since the robot were created, making them more engaged has become one of the

topic research fields. Marian et al.[6] deployed a real time facial expression system in the

Aibo robot and the RoboVie robot to enhance user enjoyment. Diego et al.developed a

framework to recognize human emotions through facial expression for NAO[23].To make a

real time facial expression on humanoid robot REN-XIN, a forward kinematics model was

proposed[91]. Building a whole-length is expensive, some groups try to very their facial

expressions system on head only robot.

K Berms and J Hirth[7] utilized 6 basic facial expressions for humanoid robot head

ROMAN, this was a behavior based control system. Hashimoto et al. developed a face

robot for rich facial expression, this face robot has 18 control points and can easily imitate
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six typical facial expressions[34]. A quick application of facial expression with head-neck

coordination is employed on robot SHFR-III[45]. Another way to expression emotions for

a robot partner: iPhonoid-B is to combine the facial and gestural together, which is made

up with smart phone and servos [116].



Chapter 4

Visualization of Ren_CECps

For a multi-class corpus, we can make a 2D or 3D scatter-plot to have a good view of the

distribution of the data. But for multi-class data with multi-label, to do the visualization

with the same different colored points will make the 2D or 3D graph unreadable. Thus,

how to match the multi-label information into a 2D or 3D graph is the key target need to

be covered.In this paper, for visualizing the multi-label emotional corpus Ren_CECps, we

propose an emotion separated TF·IDF method(SeTF·IDF) to represent each emotional

category independently with different values. And to make a better 2D visualization, we

use one of the stat-of-art dimension reduction algorithm t-SNE[62] to measure the low

dimension distribution of Ren_CECps. And the sentences without emotional labels are

regarded as ’neutral’ category.

4.0.1 t-SNE

t-SNE(t-Distributed Stochastic Neighbor Embedding) is a technique for dimensional-

ity reduction that is particularly well suited for the visualization of high-dimensional

datasets[62]provided by L.J.P van der Maaten and G.E Hinton. Compared with PCA

algorithms, t-SNE computing the distributions of every nodes in the datasets and rebuild-

ing the distribution of those nodes in two or three dimension space. To get the best

approximate results, t-SNE uses KL divergence to measure the distance of the two dis-

tributions. In this paper, the t-SNE tool uses TSNE in sklearn[81] and the programm is

25
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followed a guidance blog written by Alexander Fabisch1.

4.0.2 Emotion Separated representation

As mentioned above, considering the ’neutral’ label as one emotion category, the total

number of emotional categories needed to be calculated is nine. The keyword wordi of

every sentences represented by TF·IDF can be calculated through formula 4.1.

tfidf =
tfi∑
tfi
× log N

dfi + 1
, i ∈ N (4.1)

In which, tfidf means the TF·IDF result of wordi. tfi means the term frequency of

the calculated word.
∑

tfi means the frequency of the total words. N means the total

sentences number. dfi means the total number of sentences which contain wordi. From

formula 4.1, the conclusion we can get is that no matter what the words in the sentence

are, the feature vector calculated though formula 4.1 for every annotated emotion labels

of one sentence will be the same without any distinguishing.

The good news is that in Ren_CECps the emotion keywords of a sentence are anno-

tated. Thus, for an annotated emotion keyword, we calculate its tfidf if and only if the

emotion keyword has the given emotion category for a specific emotion label. In this way,

we can generate a distinctive feature vector for each emotion label of a sentence. This

method is named emotion separated TF·IDF(SeTF·IDF) method, and SeTF·IDF can

be described as the formulas below:

tfidfej =
Setfi∑

tfi
× log N

dfe + 1
, i ∈ N, j ∈ [0, 8] (4.2)

where,

ej ∈ [joy, hate, love, sorrow, anxiety, surprise, anger, expect, neutral] (4.3)

In which, tfidfej means the TF·IDF result of emotion keyword wordi in emotion category

ej . Setfi means the term frequency of emotion keyword wordi in emotion category ej . dfe
1http://nbviewer.jupyter.org/urls/gist.githubusercontent.com/AlexanderFabisch/

1a0c648de22eff4a2a3e/raw/59d5bc5ed8f8bfd9ff1f7faa749d1b095aa97d5a/t-SNE.ipynb
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means the total number of sentences which contain emotion keyword wordi.

4.0.3 The Result of Visualization

Following the algorithm below, the words without emotional labels annotated are cal-

culated through formula 4.1, for the words with emotional label annotated, those are

calculated by formula 4.2. The steps for visualization are as follows:

Algorithm 1 The Procedure of Visualization
Require: S - sentences in Ren_CECps, L - labels of sentences
Ensure: 2D graph data

1: function Two-Dimensionalization(S,L)
2: for sentence ∈ S do
3: calculate vectors by formula(1) and formula(2);
4: add vector into matrix M and corresponding label ∈ L into list l
5: end for
6: M

SV D−−−→M50 ◃ M50 - 50 dimensions’ row matrix reduced from M

7: M50
t−SNE−−−−−→M2 ◃ M2 - 2 dimensions’ row matrix reduced from M50

8: return M2, l
9: end function

10: function Draw graph(M2, l)
11: render set:

(Anger,Anxiety, Expect,Hate, Joy, Love,Neutral, Sorrow, Surprise)
(red, blue, yellow, green, black, gray, orange, purple, pink)

12: return Graph
13: end function

The Fig.4.1 and Fig.4.2 show the visualization of Ren_CECps in TF·IDF and SeTF·IDF

respectively. We can find that the overlapping points in TF·IDF have been separated in

SeTF·IDF. There are also some conclusions we can get:

• The elongated distances between every category of sentences and the distributions

changed in SeTF·IDF indeed have a better visual result compared with TF·IDF.

• ”Love” points have the similar distribution compared with ”Anxiety” points;

• Most of the ”Sorrow” points come with no other emotional points embedding into

their group.

• Sentences may have completely opposite emotion categories. In some clusters, there

are pairs like ”Sorrow and Joy”, ”Hate and Love”.
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• Fuzziness emotion categories such as ”Expect” have the most frequency to appear

with other emotion categories.

Figure 4.1: Visualization of Ren_CECps in traditional TF·IDF

Based on those features, we can have a more clear vision of Ren_CECps. Fig.4.3-

Fig.4.10 show visualization of the traditional TF·IDF and the SeTF·IDF of Anger, Anxi-

ety, Expect, Hate, Joy, Love, Sorrow and Surprise respectively. For a better view, we also

make a 3D visualization result for the emotional corpus2.

2http://a1-www.is.tokushima-u.ac.jp/data_all/
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Figure 4.2: Visualization of Ren_CECps in SeTF·IDF

Figure 4.3: Visualization of Ren_CECps in traditional TF·IDF(left) and
SeTF·IDF(right) for category ”Anger”
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Figure 4.4: Visualization of Ren_CECps in traditional TF·IDF(left) and
SeTF·IDF(right) for category ”Anxiety”

Figure 4.5: Visualization of Ren_CECps in traditional TF·IDF(left) and
SeTF·IDF(right) for category ”Expect”
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Figure 4.6: Visualization of Ren_CECps in traditional TF·IDF(left) and
SeTF·IDF(right) for category ”Hate”

Figure 4.7: Visualization of Ren_CECps in traditional TF·IDF(left) and
SeTF·IDF(right) for category ”Joy”
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Figure 4.8: Visualization of Ren_CECps in traditional TF·IDF(left) and
SeTF·IDF(right) for category ”Love”

Figure 4.9: Visualization of Ren_CECps in traditional TF·IDF(left) and
SeTF·IDF(right) for category ”Sorrow”
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Figure 4.10: Visualization of Ren_CECps in traditional TF·IDF(left) and
SeTF·IDF(right) for category ”Surprise”



Chapter 5

Emotion Computing Based on

Distance Features and Deep

Neural Network

5.1 Word Mover’s Distance Features for Emotion Comput-

ing

The visualization graphs from Fig.4.1 to Fig.4.10 show the remarkable progress derived

from the changed distances among emotional points. It seems like a lot of words walk away

from each other and which makes the sentences heavy fog in the left being blown over

into air circulation. This inspires us if we can let the words ”walking” in the algorithm,

maybe we will get better results in classification. Following the desire, we focused on

transportation problem in NLP, and found word mover’s distance algorithm.

Word Mover’s Distance The word mover’s distance(WMD)[50] is a good distance

measure came from earth mover’s distance(EMD)[97]. The EMD problem can be solved

as transport problem. As in WMD, the distance between two text documents A and B is

the minimum cumulative distance that words from document A need to travel to match

exactly the point cloud of document B[50]. The transportation matrix between documents

34
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A and B can be described as formula 5.1 below:

word1 · · · wordi · · · wordn

d1 · · · di · · · dn



word′
1 d′1 ω1,1 · · · ω1,i · · · ω1,n

...
...

... . . . ... . . . ...

word′
j d′j ωj,1 · · · ωj,i · · · ωj,n

...
...

... . . . ... . . . ...

word′
m d′m ωm,1 · · · ωm,i · · · ωm,n

(5.1)

Where, {wordi} and {word′
j} represent the words in document A and document B

respectively. {di} and {d′j} mean the term frequencies of the corresponding words. ωj,i is

the distance between word′
j and wordi, especially the distance is undirected.

To measure the distances of two words, every words are represented as vectors pro-

vided by trained word2vec embedding matrix V, and the distances can be calculated by

Euclidean distance in formula 5.2:

ωj,i =∥ Vj ,Vi ∥2,Vj,i ∈ V (5.2)

Let Tij where i ∈ [1, n], j ∈ [1,m] be the number of wordi in document A which trans-

ports into word′
j of document B. In this way,

∑m
j=1

∑n
i=1 Tij denotes the total numbers

of words in document A transporting into the words of document B. On the contrary,∑n
i=1

∑m
j=1 Tji means the reverse direction of the transportation.

Thus, the WMD of documents distance measurement can be described as an optimiza-
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tion problem in formula 5.3, and the minimum result is the distance of two documents.

min
m∑
j=1

n∑
i=1

Tijωj,i

subject to:
m∑
j=1

n∑
i=1

Tij =
m∑
j=0

d′j ,

n∑
i=1

m∑
j=1

Tji =
n∑

i=0

di,

Tij ≥ 0.

(5.3)

Here is an example of calculating the similarities of two target sentences S1, S3 with

a standard sentence S2 in WMD and TF·IDF, the sentences are all tokenized and split

with blank space :

S1: ”风和日丽.(English: Sunny Days.)”

S2: ”天气 很 好 .(English: It’s a good day.)”

S3: ”今天 下 雨.(English: It’s raining today.)”

We use the cosine function to calculate the vectors represented in TF·IDF as the sim-

ilarity measurement and the WMD are calculated following the ”word mover’s distance in

python”1 published by vene&Matt Kusner[50]. Assuming sim() formula as the similarity

between two sentences, we can describe the results below:

WMD : sim(S1, S2) = 0.75, sim(S3, S2) = 0.82.

TF · IDF : sim(S1, S2) = 1.0, sim(S3, S2) = 1.0.

In TF·IDF, S1 and S3 get the same similarity results. In WMD, S1 gets a lower result

compared with S3, this means S3 is farther away from s2 than S1 from S2. Or can be said

that S2 is more similar to S1 than S3, and this matches the ground truth.

As the example shows, WMD has an ability to measure the semantic difference between

sentences. Thus we can use several selected sentences as a core dataset, the samples in

the entire corpus can be represented by its similarities with all of the sentences in the core

dataset.
1http://vene.ro/blog/word-movers-distance-in-python.html
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Fast computing

The EMD has a best average time complexity of O(N3 logN)[82], where N denotes the

vocabulary length. This means the lower scale of words, the faster the computing will

be. We continue to use V as the word embedding, the pseudo-code of calculating WMD

of documents used in[50] can be show in Algorithm 2, a pseudo-code of fast WMD for

comparing is presented in Algorithm 3.

Algorithm 2 WMD
1. for corpus D do

2. T-D matrix TD ← D

3. end for

4. for words in TD do

5. distance matrix M ← TD,V

6. end for

7. loop di, dj in corpus D

8. return emd(TD[i],TD[j],M)

9. end loop

Algorithm 3 fast WMD
1. loop i, j in index

2. for di, dj in corpus D do

3. T-D matrix TD′ ← [di, dj ]

4. end for

5. for words in TD′ do

6. distance matrix M′ ← TD′,V

7. end for

8. return emd(TD′[0],TD′[1],M′)

9. end loop

As shown above, the matrix TD needed for WMD in algorithm 2 is exported from

the whole documents of corpus, this is a fully vocabulary length matrix with dimension

of tens of thousands in Chinese or hundreds of thousands in English. In algorithm 3, we

export the matrix TD’ only from two documents which need to be calculated. This makes
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the dimension of TD’ far less than TD, and restricts the dimension into one hundred.

For each computation of WMD, though the T-D matrix TD′ and distance matrix M′ are

both needed to be recomputed within every loop process, the fast WMD still has a lower

computational complexity compared with the exponential order complexity of EMD in

step 8 of algorithm 2.

To verify the improvement, we make three groups of experiments. Each group is a

ten times’ computing based on 10 pairs of sentences which are selected randomly from

Ren_CECps. The comparison of time-consuming is illustrated in Table 5.1.

Table 5.1: The comparison of time-consuming in WMD and fast WMD

Groups Case 1 Case 2 Case 3
per 10 times(s)

WMD 632.545 646.700 646.237
fast WMD 0.047 0.042 0.031

rate 16000 times

Parallelization Though the fast WMD algorithm has a 16000 times improvement of

computation efficiency compared with WMD algorithm, it’s still too slow for our exper-

iments, so we parallelize the fast WMD model using 10-12 processes in 8 servers when

verifying the ability of distance features in emotion computing experiments. To be con-

sist, the words of WMD written in the rest part of this thesis are all in the meaning of

the fast WMD algorithm without special explanation.

5.2 Multi-label Computing Using Deep Neural Network Based

on Distance Features

The WMD features can measure the difference among samples points, the hidden layers in

deep neural network can also learn complex features of a text, and for multi-label annotated

emotional corpus, the hidden emotions can be recognized through the transmission cells.

Thus, we want to verify whether a deep neural network can handle the multi-label emotion

classification using WMD features as input or not.
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5.2.1 Multi-layer Dense Neural Network

In this section, we construct a three-layer dense neural network to recognize multi-label

emotional corpus. As can be saw in Fig.5.1. The input Word Mover’s Distance(WMD)

algorithm calculated feature vector of the emotional sentences is a 1-D vector.

W
M

D
 ve

cto
r

Input Layer Hidden Layers
6163

64 6464

Output Layer
9 

Figure 5.1: The construction of multi-layer dense neural network

In this paper, we randomly selected 6163 sentences as seed corpus calculated in WMD

algorithm. As can be saw in Fig. 5.1, the ”Input Layer” is the 6163 dimensional WMD

vector. We use rectified linear function(relu) as activation function in function 5.4 below.

f(x) = max(x, 0) (5.4)

where, x means feature.

The next part of DNN is a three-layer dense network, which all has 64 cells with

activation function of rectified linear function. This hidden layers are all transmitted

without weight specified. The final is a nine independent ’sigmoid’ output layer. The

nine outputs represent ’anger’, ’anxiety’, ’expect’, ’hate’, ’joy’, ’love’, ’neutral’, ’sorrow’,

’surprise’ respectively.

To optimize the network, we make use of rmsprop as the optimizer. rmsprop is a

mini-batch version of rprop, and can be described in function 5.5 below:
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E[g2]t = 0.9E[g2]t−1 + 0.1g2t

θt+1 = θt −
η√

E[g2]t + ϵ
gt

(5.5)

where,E[g2]t means the running average at time step t, gt means the gradient of the

objective function at time step t, θt means the updated parameters at step t.

For a better network, we choose binary cross entropy (”binary_crossentropy”)as loss

function. The ”binary_crossentropy” loss is a special case of multinomial cross-entropy

loss, as shows in function 5.6:

J(θ) = − 1

n

n∑
i=1

m∑
j=1

yijlog(pij), m = 2 (5.6)

where,i means the samples and j represents the sample label, pij ∈ (0, 1).

5.2.2 Multi-label Emotion Recognition

Ren_CECps

WMD 
vector

In
p

u
t layer

Hidden Layers
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 filter

results

Dense Neural Network

Figure 5.2: The flowchart of multi-label emotion computing

In our experiments, the annotated emotional labels will be represented as a nine di-

mensional vector (e1, e2, ..., ei, ..., e9), where ei = 1 if the corresponding emotion category

exited or ei = 0 if the corresponding emotion category not annotated. Our goal is to train

the model to recognized the nine emotions in sentence level.

Fig. 5.2 shows the flowchart of computing the multi-label emotional corpus. First we

learn the feature vector of train and test data, the ”WMD vector” part is the distance
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feature vector conversion process. The converted feature vector will next be transmit into

dense neural network. Through three layers network, we get a nine dimension vector which

means the truth probabilities of the nine predicted labels based on the ground truth .

The next is a threshold filter part, which can convert the probabilities achieved from

the former section into 1 or 0 labels. Thus we can use this label to measure our model.



Chapter 6

Related Task

In this chapter, we will introduce two tasks: the Temporalia in NTCIR and eRisk in

CLEF. Through two tasks, some models used in the thesis or ideas inspired for the thesis

are achieved.

6.1 Temporalia in NTCIR

Successful search engines are supposed to consider temporal aspects of information be-

cause of the crucial role in estimating information relevance of time [42]. With successful

solutions, search engines could then treat temporal queries accordingly to their underlying

temporal classes[43].And an analysis [44] shows that users searching for fresh information

also seek for information in past as well as future. From this way, we can assuming that the

emotions in the text will also change by the time. Temporal related emotion computing

will can enhance the emotion recognition in the long time memory sequence.

6.1.1 Annotation Corpus

In Temporal Intent Disambiguation (TID) Subtask, 300 different queries in temporal at-

tribute need to be calculated. Our corpus for dry run and formal run is called SougouCA

which was published by Sougou Labs[109].

According to the contents of Temporal and named entities pairs news, we can get an-

notated sentences using ”TemporaliaChTagger” [24, 31]. The news contents in SougouCA

were annotated on sentences level, and using <SE> </SE> representing the sentence’s

42
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begin and end respectively.

The sentence was annotated mainly into two categories: one is time represented as

<T>***</T> and the other one is named entity represented as <E>***</E>. For cat-

egory <T>,its type is ”DATE”, and which has four values, named ”PRESENT”, ”PAST”,

”FUTURE” and a specific date format as ”year-month-day”. Four of the samples can be

shew blew:

1. < Ttype = ”DATE”value = ”PRESENT_REF”>现在(English: now)< /T>

2. < Ttype = ”DATE”value = ”PAST_REF”>近日( English: recently)< /T>

3. < Ttype = ”DATE”value = ”FUTURE_REF”>不久(English: soon)< /T>

4. < Ttype = ”DATE”value = ”2011 − 08 − 25”>２０１１年８月２５日(English:

2011.08.25)< /T>

For category <E>, it has five types, named ”ORGANIZATION”, ”GPE”, ”PERSON”,

”LOCATION”, and ”MISC”(by merging all but the four most dominant entity types into

one general entity). The five Types can be shew in the following annotation samples:

1. < Etype = ”ORGANIZATION”>公安部治安局( English: Ministry of Public Se-

curity Bureau)< /E>

2. < Etype = ”GPE”>唐山(English: Tangshan)< /E>

3. < Etype = ”PERSON”>刘绍武(English: Shaowu Liu)< /E>

4. < Etype = ”LOCATION”>欧美(English: Europe and America)< /E>

5. < Etype = ”MISC”>１５０ < /E>

6.1.2 Word2vec Tool

Word2vec is a tool that takes a text corpus as input and produces the word vectors as

output [65]. Relying on large scale corpus, word2vec can train vectors for every words

by Skip-gram model. The trained vectors denote the relationship of one word with other

words [67]. We use this tool to produce the word vectors of SougouCA. Table 6.1 shows
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Table 6.1: Ten similarity words of query string ”滑雪”
Word Similarity Word Similarity
登山(English: Climbing) 0.7583161 探险(English: Expedition) 0.51729447
露营 (English: Camping) 0.6478083 柳汉奎 ( English: Ryu Hangyu) 0.5031028
冲浪(English: Surfing) 0.54753125 徒步 (English: Hiking) 0.4999488
热气球(English:Fire Ballon) 0.54753125 冰雪 (English: Ice and Snow) 0.497199
观峰 (English: Sightseeing) 0.52005875 水上 (English: Overwater) 0.492894

the ten similarity words of query string ”滑雪(English:Skiing)” of id 037 computing by the

model trained by word2vec.

When training the word vectors, the main parameters for using word2vec are ”-skip-

gram -size 200 -windows 5”. For every query string Squery = (w1, w2, · · · , wi, · · · , wn), in

which wimeans the word in query string. In our method, the feature vector for query

string Vquery can be represented as formula(1):

Vquery =
n∑

j=1

vword(j) (6.1)

vword(j) means the vector of the word in query string. n means the number of words

in query string.

6.2 Our Experiment System for Task

Followed the algorithm[58], for the query string Squery in task, using word2vec tool to train

word vectors about SougouCA news corpus. For the sentences S<SE> in SougouCA anno-

tated by TemporaliaChTagger, defined the feature vectors of query and training sentences

as formula 6.2 and 6.3:
Vquery =

n∑
j=1

vword(j) (6.2)

V<SE> =

m∑
k=1

v<SE>(m) (6.3)

For every query, computing the similarity of V<SE> and Vquery using cos function.

Selecting the total ten highest similarity sentences in SougouCA, and using tag ”<T,type=

”date”> ” to match the query timeline to get the final temporal probability of four time

categories. For the query string ”滑雪(English:Skiing)” in id 037, the results calculated

by our method are shew in Table 6.2:
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Table 6.2: Comparison between temporal Results and grand truth of query string
”滑雪(English:Skiing)” in id 037

Item Past Recency Future Atemporal
Truth 0.1 0.0 0.2 0.7
Results 0.247104 0.274131 0.262548 0.216216

6.2.1 Results

As shows in Table 6.3 and Table 6.4, in the formal run, we proposed a similarity com-

puting method for Temporal information query. In the total 300 queries, we got Aver-

aged Per-Class Absolute Loss(APAL) of 0.271564197983333, and Cosine Similarity(CoS)

of 0.607726046083874. For every single temporal categories, if the results of a query string

contains a temporal category, we mark one time of the certain temporal category. After

calculated all of the 300 queries, we get the precision of four temporal categories shown in

Table 6.4. As can be seen in Table 6.4, our method get higher precision of 92.7% in ”atem-

poral” category. Through this task, we can found the effectiveness of using multi-label in

searching queries, and get a new view about temporal extraction.

Table 6.3: Precision of four temporal categories
Item Past Recency Future Atemporal

Precision(%) 52.7 58 39.7 92.7

Table 6.4: Results of TID Task
Item APAL CoS

Averaged Value 0.271564197983333 0.607726046083874

6.3 eRisk in CLEF

eRisk is the abbreviation of early risk prediction on the Internet. This task war hosted in

CLEF for years. The eRisk 2018 contains two sub-tasks, one is Task 1: Early Detection

of Signs of Depression, and the other one is Task 2: Early Detection of Signs of Anorexia.

The tasks are both running on the contents crawled from social networks with temporal

tags.

Keywords model Marked as TUA1B in Task 2 and TUA1C in Task 1 is a simple

model in which using some emotional words as targets to measure the authors’ situation.
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Research in [20] shows pro-anorexia community uses microblogging platform to share

image-rich graphic and ”triggering” content around internalization of thin body ideals.

According to this empirical description, we select the measurement keyword of anorexia

as ”body”, and the strategy for measurement is if the contents of specific chunks contain

the keyword, we will give the conclusion for this sample. The same way for depression

detection, we give ”depression” as the keyword.

TF·IDF with SVM Marked as TUA1D in Task 1 and TUA1A in Task 2. This is

a traditional method to assess the situation of mental health. We train the SVM model

using a linear kernel API of sklearn[81] upon the full chunks contents. All of the texts

in the chunks are processed into feature vectors using TF·IDF package in sklearn. The

TF·IDF scores of every post is normalized under l2 function. The same strategy used

above: samples detected will not consider in next chunks.

CNN+LSTM model Marked as TUA1A and TUA1B in Task 1, TUA1C in Task 2.

We construct a CNN+LSTM based deep neural network as the detection models using

keras[16] with TensorFlow[1] as backend.

In this model, the contents of every chunk are preprocessed into one-hot features with

an index value of the corresponding word in vocabulary instead of the word itself. Before

feeding into the network, adding a padding process to format the length, the ”maxlen”

is selected as 2000. Other hyperparameters chosen for this model are as follows: ”in-

put_length” of Embedding is set to the length of vocabulary, Task 1 is 429700 and Task 2

is 156593, ”embedding_size” is 128; The dropout factor is 0.25; For convolution layer, the

”filters” is 64, setting ”kernel_size” to 5, ”padding” with ”valid”, ”strides” with 1 and ”ac-

tivation” is ”relu”; Giving MaxPooling the parameter of 4 as ”pool_size”; For LSTM layer,

the output dimension is 70; The following Dense layer is a one cell classification layer with

”Activation” being ”sigmoid”. For the compiling, choosing ”binary_crossentropy” as ”loss”

and ”adam” for ”optimizer”. The ”metrics” is the default setting as ”accuracy”. Epoches

is added as 20 to maximize the accuracy and minimize the loss of training data. In our

experiments, the final loss in Task 1 is 0.000108512764422, in Task 2 is 0.00640664884888

respectively and accuracy are both 1.0.
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6.4 Results

6.4.1 Data prepossessing

The crawled contents for two sub-tasks are formatted in XML files. Data sets are divided

into ten chunks under posting timeline. For Task 1, the data sets contain training and

testing sets of 2017 and this year’s data for testing. In Task 2, the files only contain training

data and testing data, cause this sub-task is a new task in eRisk this year. Contents for

every IDs are organized with five tags: one root tag named < WRITING > means one

formatted posts, four child tags named < TITLE >, < DATA >, < INFO > and

< TEXT > orderly.

< TITLE > tag gives the title of this post, < DATA > tag marks the post data,

< INFO > tag reminds which platforms the posts are crawled and the final < TEXT >

tag contains the contents people write-in. As < TEXT > tag and < TITLE > tag may

both have no contents in one < WRITING >, to gain more textual information, during

processing, we combine both TITLE and < TEXT > contents together, and extend the

texts to one sentence. Although most of the IDs have a lot of < WRITING > tags with

efficient contents in one chunk, there are still IDs with none content in both < TEXT >

tag and < TITLE > tag of one chunk and cannot extract useful information except

temporal information (not used in this paper). At this moment, the chunk with none

content can only contain the texts from former chunks. All of the contents of IDs are

extracted into ten chunks, in which chunk1 only contains the current texts of this chunk,

the next chunk can contain the contents of former one and contents contained in current

chunk, following this way, we get split contents for chunk1, chunk2,· · · ,chunk10. Specially,

for Task1, the training and testing data sets of 2017 are combined into one data set as

new training corpus.

For the risk detection using keyword model, the < TEXT > tag and < TITLE > tag

combined sentences of IDs will be very chunk by chunk without summing them together.

6.4.2 Evaluation results

Employing the models mentioned above with the extracted data, we submit the chunk

10th results of Task1 and Task 2 respectively. Table 6.5 and Table 6.6 show the results of
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Table 6.5: Results of four models in Task 1
Models ERDE5 ERDE50 F1 P R
Kerwords model(TUA1C) 10.86% 9.51% 0.47 0.35 0.71
TF·IDF with SVM(TUA1D) 0 0 0.00 0.00 0.00
CNN+LSTM(TUA1A) 10.19% 9.70% 0.29 0.31 0.27
CNN+LSTM(TUA1B) 10.40% 9.54% 0.27 0.25 0.28

Table 6.6: Results of three models in Task 2
Models ERDE5 ERDE50 F1 P R
Kerwords model(TUA1B) 19.90% 19.27% 0.25 0.15 0.76
TF·IDF with SVM(TUA1A) 0 0 0.00 0.00 0.00
CNN+LSTM(TUA1C) 13.53% 12.57% 0.36 0.42 0.32

Task 1 and Task 2 respectively.

Our final chunk results of three models can be checked in Table 6.5 and Table 6.6. In

Task1, the keywords model gets the best F1, precision and recall scores of 0.47, 0.35 and

0.71, two CNN+LSTM models get almost the same results. The two CNN+LSTM models

are just two times running feeds with the model. The recall keywords model gets is one

of the top recalls in the 11 teams, in which the best is 0.95. In Task 2, we employ three

models, the keywords model only gets the best recall of 0.76, CNN+LSTM model get the

best F1 and precision scores of 0.36 and 0.42.

TF·IDF with SVM gets both 0 value in Task 1 and Task 2, this makes us confused.

This model with l2 normalization of TF·IDF features predict all the IDs as label ”2”, no

risk ID detected in the tenth chunk. Those results make the model unbelievable, thus gets

the 0 evaluation results finally.

Table 6.7: Ten chunks results of keywords model in Task 1
Evaluations chunk1 chunk2 chunk3 chunk4 chunk5 chunk6 chunk7 chunk8 chunk9 chunk10
ERDE5 9.87% 9.95 % 9.96 % 10.03% 10.17% 10.23% 10.29 % 10.35% 10.52% 10.55%
ERDE50 9.63% 9.64 % 9.19 % 8.87% 8.90% 8.70% 8.58 % 8.40% 8.47% 8.02%
F1 0.31 0.37 0.41 0.43 0.42 0.44 0.46 0.46 0.45 0.47
P 0.47 0.44 0.44 0.42 0.38 0.38 0.38 0.37 0.34 0.35
R 0.23 0.32 0.39 0.44 0.48 0.53 0.58 0.61 0.65 0.71

As we only submit the tenth chunk results, for a fully analysis of the models, we

calculate the ten chunks results of ERDE5, ERDE50, F1, P and R for keywords model
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in Task 1 and task2, which shows in Table 6.7 and Table 6.8 separately.

Table 6.8: Ten chunks results of keywords model in Task 2
Evaluations chunk1 chunk2 chunk3 chunk4 chunk5 chunk6 chunk7 chunk8 chunk9 chunk10
ERDE5 15.78% 16.90% 17.50% 17.82% 18.10% 18.62% 19.06 % 19.26% 19.58% 19.90%
ERDE50 15.78% 16.88% 15.71% 15.32% 15.60% 16.03% 16.25 % 16.29% 16.22% 15.98%
F1 0.27 0.28 0.27 0.27 0.27 0.26 0.26 0.25 0.25 0.25
P 0.20 0.18 0.18 0.17 0.17 0.16 0.16 0.15 0.15 0.15
R 0.44 0.56 0.61 0.63 0.66 0.68 0.71 0.71 0.73 0.76

In Task 1, checking Table 6.5 and Table 6.7, we can find keywords model get the best F1

scores from the first chunk, while in Task 2, comparison the Table 6.6 and Table 6.8, The

keywords model perform worse than in Task 1, though its recall still perform good than

CNN+LSTM method. Considering CNN+LSTM model only, with less negative samples

CNN+LSTM model gets higher results in Task 2 compared with the two years data of

Task 1. This maybe the small scale of the data sets cannot fully train the deep neural

network, with more negative data, the model may learn more unbalanced information.

For keywords model, the keywords used are ”depression” and ”body” respectively for

Task 1 and Task 2. They both get the best recall scores, While ”depression” gets better

results than ”body” in F1 and Precision. These may indicate that in depression risk signs,

people are often using the obvious words like ”depression” to express themselves, while

in anorexia situation, the disorder of eating may not almost focus on ”body”, there are

maybe other hidden words existing. In other words, keywords based emotion detection

for some mental background may work well without temporal informations.



Chapter 7

Emotion Trigger System for

Humanoid Robot Interaction

7.1 Actroid REN-XIN

Figure 7.1: Prof. Ren(left) and his avatar robot REN-XIN(right)

Actroid REN-XIN is a humanoid robot developed by kokoro Company Ltd. based on

Prof. Ren with almost the same clothes and even the same spectacles as Prof. Ren has,

showing in Fig.7.1. The two eyes of REN-XIN are embedded in cameras respectively, and

to adjust the myopic lens, the two cameras are also modified with focus.

REN-XIN has 12 degrees of freedom, in which seven for face control, three for head

50
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and the last two for upper body. Below are the detailed introductions for every degrees

and their control codes:

• eyebrow up or down;

– scale, number ranges from 0 to 255, where 0 means the lowest position of

eyebrow, 255 means the highest position.

• cheek pulling;

– scale, number ranges from 0 to 255, where 0 means no control on cheek, at this

number, the apples of cheek are not showing in the face, 255 means the highest

position to pull the cheek, one this highest position, the apples of cheek can be

seen clearly.

• eyelids closed or opening;

– scale, number ranges from 0 to 255, where 0 means the two eyelids are closed,

255 means opening the eyelids completely.

• eyes turning right or left;

– scale, number ranges from 0 to 255, where 0 means the most right position of

eyes, 255 means the most left position of eyes.

• eyes moving up or down;

– scale, number ranges from 0 to 255, where 0 means the lowest position to move

eyes down, 255 means the highest position to move the eyes up.

• mouth closed or opening;

– scale, number ranges from 0 to 255, where 0 means closing mouth, 255 means

opening mouth completely.

• mouth opening roundly or not;

– scale, number ranges from 0 to 255, where 0 means no control operation, 255

means opening the mouth roundly at the biggest parameter.
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• left-side wry head

– scale, number ranges from 0 to 255, where 0 means no control operation, it’s

the normal position, 255 means wrying the head to the most left position.

• right-side wry head

– scale, number ranges from 0 to 255, where 0 means no control operation, it’s

the normal position, 255 means wrying the head to the most right position.

• head rotation

– scale, number ranges from 0 to 255, where 0 means rotating the head to the

most right angle, 255 means rotating the head to the most left angle.

• shrug or not

– scale, number ranges from 0 to 255, where 0 means no shrug, 255 means shrug-

ging the shoulder to the highest position.

• body leaning forward or backward

– scale, number ranges from 0 to 255, where 0 means leaning the body to the

most backward angle, 255 means leaning the body to the most forward angle.

⋆ Cause the servos are different from their initial position, not all of them start from

the zero value, and in some spacial situation, the maximum value 255 can not be

achieved.

7.2 Emotion Enhanced Interaction for REN-XIN

As mentioned above, almost all of the humanoid robot have to encode the face actions

manually. This makes it impossible to control the robot in real-time interaction with

human beyond the scripts. To give a solution for the unknown situations, we embed the

fast WMDmodel to recognize the emotion categories as the emotional action trigger during

the interaction with REN-XIN. In this way, we only need to encode several emotional

actions for our humanoid robot REN-XIN. As the fast WMD model was trained based
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on Ren_CECps considered with neutral emotion, to coordinate with the emotional action

trigger, we only need to make eight emotional actions and another one neutral face.

Figure 7.2: The sample fragment of action encoder for REN-XIN

Fig.7.2 shows the sample fragment of action encoder with GUI for REN-XIN. And

Fig7.3 is the scale result of the sample fragment in Fig7.2. Every row represents one

movement per 1/60s. In Fig.7.2, there are 98 columns per row, and each 8 column represent

the control code range of servos. There are 12 ranges totally corresponding to the 12

degrees mentioned above in Section 7.1.

Figure 7.3: The exported position value of the sample fragment in Fig.7.2

In this sample, we have 26 movements, some servos are controlled by linear variation
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control codes, while some are discretely encoded. The colored histogram means the en-

coded value of corresponding servo, and the whitespace means 0. In this way, the nine

emotional actions can be encoded, and are ready to activate by the emotional triggers.

According to our three time-consuming experiments, the fast WMD need 0.047s, 0.042s

and 0.031s to finish a ten times computing separately in Section 5.1. A fully computed

input vector has 1800 dimensions, it’s a 1800 times’ computing based on the seed corpus.

In average, we need 7.2 second to get the emotional trigger ready.

7.3 DNN Models for Emotional Triggers

During the running interaction with Actroid REN-XIN, the fast WMD based emotional

trigger system needs at least 7s to deal with the response. To make a real time interaction,

the seamless user experience is a essential aspect. In this thesis, we propose a CNN+LSTM

based network as the emotional trigger. For a full comparison, the CNN and LSTM based

only networks are also designed in the experiments.

Figure 7.4: LSTM based network
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7.3.1 LSTM based structure

The LSTM based network is much light than the two networks below. One Embedding

layer with a LSTM layer followed, the final is a Dense layer for output the emotional

triggers. Fig.7.4 shows the architecture.

7.3.2 CNN+LSTM based structure

The CNN+LSTM based structure has been proved to achieve excellent performance on

sentiment classification[126]. In this part, we construct the traditional layers to combine

the speed of CNN and the temporal semantics of LSTM together. As showing in Fig.7.5.

Input layer is followed with an embedding layer to train a sentence vector for the next

CNN layer.

Figure 7.5: CNN+LSTM based network



7.3. DNN MODELS FOR EMOTIONAL TRIGGERS 56

7.3.3 CNN based structure

The CNN based structure is a simple convolution network in which the ”Flatten” layer

takes place of the ”LSTM” layer. The connection layers are described detailedly in Fig.7.6.

Figure 7.6: CNN based network



Chapter 8

Evaluation and Results

Evaluation measures In this chapter, the evaluation and results based on the for-

mer algorithms and models will be presented. All of the precision and recall scores are

calculated in micro or macro or the both standards, F1-score :

F1 =
2 ∗ precision ∗ recall
precision+ recall

(8.1)

where:

precision =

 Mean(
∑ tpi

tpi+fpi
) , if macro

tp
tp+fp , if micro

recall =

 Mean(
∑ tpi

tpi+fni
) , if macro

tp
tp+fn , if micro

In which, tp is the number of global true positive, fp is the number of global false

positive and fn is the number of global false negatives when using micro standard; tpi is

the number of true positive of category i, fpi is the number of false positive of category

i and fni is the number of false negatives of category i when using macro standard. In

this paper, both of precision and recall are calculated in ’macro’ and ’micro’ model using

metrics package1 in sklearn[81].
1http://scikit-learn.org/stable/modules/classes.html#module-sklearn.metrics

57
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8.1 Evaluation of Word Mover’s Distance Based Features

We evaluate theWMD features in SVM[18] model on Ren_CECps, and regard TF·IDF[99],

SeTF·IDF as baseline and enhanced baseline respectively. To be comprehensive, two low

dimensional feature representation methods will be evaluated. For a better comparison,

an English corpus based experiment is further added.

8.1.1 Dataset and setup

Ren_CECps The corpus is divided into nine single label data sets. Sentences with

multi-label will be replicated in every categories. We select 200 sentences from every nine

emotion categories randomly as the seed corpus, naturally, the dimension of the WMD

features is 1800. Based on the divided corpus, two ways of selecting subsets for the

experiments will be executed: one is 50% of the data for training and the rest 50% of the

data for testing; the other one is 80% of the data for training and the rest 20% of the data

for testing, the selection is random.

20 newsgroups data set We utilized the split ”train” and ”test” data sets[10] provided

by sklearn tools2. All of the ”headers”, ”footers” and ”quotes” in data sets are removed.

The number of the seed documents for the 20 news categories is 100 and the selection is

also random from ”train” subset.

Word embeddings The word embeddings used in this paper are different with lan-

guages. For Chinese, we merged two additional Chinese data sets(sougouCA3: A Chi-

nese news corpus published by Sougou Lab[109] and People’s Daily data set: We col-

lected 11,355 days’ news data from 1980.01.01 to 2016.02.14 through the Internet) into

Ren_CECps to train a 200 dimension word embedding using gensim[90] which is a free

python library containing the approach in [67]. For English, a pre-trained embedding4 will

be utilized for the experiments, which contains 300-dimension vectors for 3 million words

and phrases. Both in Chinese and English experiments, the words not in the embeddings

will be determined as zero vectors.
2http://scikit-learn.org/stable/datasets/twenty_newsgroups. html
3https://www.sogou.com/labs/resource/ca.php
4https://code.google.com/ archive/p/word2vec/
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8.1.2 Results

The experiments are arranged based on 50321 sentences(split in categories) of Ren_CECps

and 18846 documents of 20 newsgroup. We use a Linear Support Vector Machine library5

for our classification experiments. All of the SVM programs are running upon the default

configuration.

We will make some classification experiments among TF·IDF, SeTF·IDF, WMD

and a sentence embedding method which is one of the stat-of-the-art methods trained

by sent2vec[78]. To make a full comparison with the feature’s dimensions, some low

dimensional feature representation based experiments with TF·IDF and selected seed

sub-corpus of the two language corpus will be carried out. For a better comparison for

whether word embedding has a more important influence above WMD or not, we add

another experiment in which a method combined TF·IDF and word embedding will be

experimented. Here are some abbreviations using all through this section:

• 1v1: The experiments based on the 50% of Ren_CECps for training and the rest

50% of Ren_CECps for testing;

• 4v1: The experiments based on the 80% of Ren_CECps for training and the rest

20% of Ren_CECps for testing;

• 20 news: The experiments based on the training and testing data of 20 newsgroup

data set;

• TF·IDF1800: A low dimensional feature representation method, using SVD6 to

reduce TF·IDF feature vectors into 1800 dimensions;

• TF·IDF2000: The 2000 dimensions feature representation method reduced from

TF·IDF feature vectors;

• Seed_TF·IDF: Using cosine function to calculate the similarity between target

data and seed sub-corpus, in which the final similarities will be the feature vectors

of training and testing data. In these experiments, all of the data are initialized by

TF·IDF. We assume (v1, · · · , vi, · · · , vn) as the TF·IDF represented sub-corpus, in
5http://scikit-learn.org/stable/modules/generated/sklearn.svm. LinearSVC.html
6http://scikit-learn.org/stable/modules/generated/sklearn.decomposition.TruncatedSVD.html
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which vi is the TF·IDF vector. tj means the TF·IDF vector of training and testing

data. Thus, the final feature vectors of training and testing data can be calculated

as this function: (cos(v1, tj), · · · , cos(vi, tj), · · · , cos(vn, tj))

• TF·IDF_word2vec: The enhanced TF·IDF method which uses the word em-

beddings trained by word2vec as the weights for the corresponding words. The fea-

ture vectors used in this experiment are exported by the multiplication of TF·IDF

and the embedding matrix.

• sent2vec: In this experiment, we use sentences embeddings trained by sent2vec

tool7 as feature vectors. Every documents of 20 newsgroup data set are converted

into one line files. The output dimension of sentence embeddings is 700.

Results pre-processing As the results computed by WMD contain the ”NaN” data.

In order to fit data into SVM, we convert all of the ”NaN” data into integer of zero. In

discussion section, we will explain the reason.

Table 8.1 shows the results of classification experiments based on the feature represen-

tation methods mentioned above, the best and worst results of three experiments are all

marked in bold. According to the results, we drew some histogram graphs below. Fig.8.1

shows the comparison graph between 1v1 and 4v1 experiments, and Fig.8.2 shows the

results in 20 newsgroup.

In Fig.8.1, we can find that both in 1v1 and 4v1 experiments, the WMD algorithm

gets the best classification results, which even higher than the manual emotion separated

method of SeTF·IDF over about three percentage points. When compared with the same

dimensional features, the WMD shows strong information representation capability, and

gets 20% higher score than the low dimension TF·IDF1800 and 5% higher than similarity

representation method of Seed_TF·IDF.

But in Fig.8.2, the WMD method is knocked off in English news experiments. The 20

newsgroup based experiments get the best results in TF·IDF, and WMD gets nearly the

same F1-score with Seed_TF·IDF. Both of the two methods are 5% lower than TF·IDF

model. One thing makes us excited is WMD method is still higher than the low dimension
7https://github.com/epfml/sent2vec
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Table 8.1: The results of experiments on Ren_CECps and 20 newsgroup
Type Algorithm Precision Recall F1-score
1v1 TF·IDF 0.210819957 0.197094468 0.203726295

SeTF·IDF 0.355171204 0.236033564 0.283598272
TF·IDF1800 0.116894026 0.115778614 0.116333646
WMD 0.358587638 0.273787523 0.310501826
Seed_TF·IDF 0.284783174 0.227757698 0.253098099
TF·IDF_word2vec 0.218511086 0.223298753 0.220878979
sent2vec 0.209975675 0.153755042 0.177520441

4v1 TF·IDF 0.203162567 0.190372868 0.196559888
SeTF·IDF 0.361914601 0.246556037 0.293300035
TF·IDF1800 0.117098454 0.113943072 0.115499216
WMD 0.338477937 0.300256706 0.318223762
Seed_TF·IDF 0.29824698 0.233749726 0.262088652
TF·IDF_word2vec 0.238826227 0.231257587 0.234980977
sent2vec 0.223046830 0.154791461 0.182754080

20 news TF·IDF 0.688655922 0.680110185 0.684356377
TF·IDF2000 0.078399628 0.07408649 0.07618206
WMD 0.701975748 0.598521007 0.646133456
Seed_TF·IDF 0.654635361 0.647471893 0.651033922
TF·IDF_word2vec 0.582910280 0.581137014 0.582022296
sent2vec 0.246903835 0.264207205 0.255262622

TF·IDF2000 and gets almost 10 times promotion on F1-score.

We can find the TF·IDF_word2vec method gets the F1-score of 0.2209, 0.235 and

0.582 respectively in Fig.8.1 and Fig.8.2, and are all lower than the results got by the

WMD method of 0.3105, 0.3182 and 0.6461. The sent2vec experiments haven’t got the

best results than other methods, the F1-scores are only better than TF·IDF2000 and

TF·IDF1800.

In Fig.8.1 and Fig.8.2, all of the low dimension feature representation methods reduced

from TF·IDF model get the worst results. But selected seed corpus based similarity

representation algorithm gets higher results in 1v1 and 4v1 experiments of Chinese corpus

than TF·IDF model, gets lower results in 20 newsgroup experiments of English corpus

in the contrary. After digging into the feature dimensions of those methods, we found

the dimensions of TF·IDF vectors in Chinese and English corpus are 30,000 and 130,000

in integer respectively. The dimensions of WMD method in the two corpus are 1800 and

2000 separately as mentioned before. Computing the rate of dimension reduction of WMD,

the Chinese corpus got a reduction rate of 17:1 and English corpus got a reduction rate

of 67:1, this may explain why WMD perform better in Chinese corpus than in English
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Figure 8.1: The results of 1v1 and 4v1 experiments

corpus. The same situation can be found in the results between TF·IDF and dimension

reduced TF·IDF of TF·IDF1800 and TF·IDF2000: In 1v1 and 4v1 experiments, the

F1-scores of TF·IDF1800 drop two times compared with TF·IDF(0.22 to 0.11, 0.196 to

0.115), while in 20 newsgroup, F1-scores of TF·IDF2000 decline nine times compared with

TF·IDF(0.68 to 0.07).

8.2 Evaluation of Multi-label Computing Using Deep Neu-

ral Network Based on Distance Features

In this part, we use keras[16] to construct the deep neural network. The epochs set up in

the model is 50, optimizer is ”rmsprop”, and loss function is ”binary_crossentropy”.
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Figure 8.2: The results of five methods in 20 newsgroup experiments

8.2.1 Datasets

Ren_CECps In this paper, we used all of the annotated sentences for experiments. The

total number of the sentences is 36163, and we selected 6163 sentences randomly as WMD

seed corpus, the rest part of the corpus was divided into training data and test data each

has 15000 sentences selected randomly.

WMD Vector For the sentences in training and test data, using WMD algorithm to

calculate the distances among target sentence and selected seed corpus. That means the

feature vector in this paper is 6163 and the NaN results are all converted into 0.

Decision Tree We utilized a ”DecisionTreeClassifier” package in sklearn tools for

baseline experiments8.

8.2.2 Results

The deep neural network output the probabilities of nine emotion labels. To get final

category labels, we run a threshold selection algorithm based on maximizing the f1 scores of

every single emotional categories. The selected thresholds for nine emotion categories are
8http://scikit-learn.org/stable/modules/generated/sklearn.tree.DecisionTreeClassifier.html
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0.073, 0.261, 0.121, 0.099, 0.187, 0.366, 0.084, 0.261, 0.033 corresponding to the emotions

of ’anger’, ’anxiety’, ’expect’, ’hate’, ’joy’, ’love’, ’neutral’, ’sorrow’, ’surprise’ respectively.

According to the those thresholds, we can get the classification results in Table 8.2.

Table 8.2: The classification results of deep neural network and decision tree

Algorithm Case 1 Case 2 Case 3
precision

Deep neural network 1.0 0.746 0.022
Decision tree 0.994 0.369 0.121

Note: Case 1 means recognizing emotion label or unrecognizing emotion label; Case

2 means recognizing at less one emotion label(single match); Case 3 means recognizing all

of the truth emotion labels(full match).

In Table 8.2, we can find that both deep neural network and decision tree have the

capacity of recognizing whether a sentence has emotion or not, and deep neural network

get higher result. When comes to single match experiments, the advantage of deep neural

network is obviously demonstrated and gets twice times higher precision than decision

tree. But in Case 3 of full match situation, decision tree get higher precision than deep

neural network.

8.3 Evaluation of Emotional Trigger System

8.3.1 Setup

In this part, we will very the classification abilities among fast WMD, CNN+LSTM based

network, CNN based network and LSTM based network using the split 1v1 and 4v1 data

sets of Ren_CECps. The time consuming experiments among these algorithms follow

the same ten times’ computing rule. We randomly select 30 sentences from Ren_CECps,

manually making the first 10, second 10 and the last 10 sentences as the ten times’ com-

puting experiment data respectively. The seed corpus needed for fast WMD keeps the

same with previous experiments.

To make a sententious declare for the experiments above, we give the abbreviations as

follows:
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• WMD_1v1: the fast WMD method based on 1v1 data set;

• WMD_4v1: the fast WMD method based on 4v1 data set;

• cnn_lstm_1v1: the CNN+LSTM network based on 1v1 data set;

• cnn_lstm_4v1: the CNN+LSTM network based on 4v1 data set;

• cnn_1v1: the CNN network based on 1v1 data set;

• cnn_4v1: the CNN network based on 4v1 data set;

• lstm_1v1: the LSTM network based on 1v1 data set;

• lstm_4v1: the LSTM network based on 4v1 data set;

8.3.2 Hyperparameters

In the experiments, we use keras[16] as the construction API for the DNNS and the

backend is TensorFlow[1]. All of the sentences are preprocessed into sequences with the

words presented by their indexes in lexicon. The vocabulary length is 32126. Table 8.3

shows the lengths of sentences in Ren_CECps. The statistics shows more than 99.9% of

the sentences have the length less than 200, thus the ”maxlen” of padding is selected as

200.

Table 8.3: The lengths of sentences in Ren_CECps
length total 0-200 200-300 300-500

sentence No. 50321 50312 7 2

per. (%) 100 99.982 0.0139 0.0041

Limited by the scale of the corpus, embedding size is set to 128, 0.5 for the dropout

percentage. For the convolution layer, kernel size is 5, calculated with 64 filters. The

corresponding MaxPooling layer gets 4 as the pool size. We make the output size of

LSTM layer as 70, and for batch size, 30 is selected. All of the parameters are chosen

empirically.

Other parameters for Conv1D layer are ”padding” with ”valid”, ”activation” with

”relu” and ”strides” with ”1”. For the last dense layer, we make it a nine cells with
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”RandomUniform” as ”kernel_initializer” corresponding to the loss parameter of ”cate-

gorical_crossentropy” on nine emotion categories. The activation function for dense layer

is ”softmax”. Using ”adam” to optimize loss function and ”accuracy” for metrics of the

network. The epochs is 3 exported through experiments, this will be explained in the

discussion section.

8.3.3 Results

Relying on the parameters and corpus, we can get the time consuming results of fast WMD

and three networks in Table 8.4. Fig.8.3 shows the acceleration lines with log scaled on

the values. Table 8.5 gives the precisions, recalls and F1-scores of fast WMD and three

networks over the ”micro” and ”macro” standards, the Fig.8.4 is the tendency graph based

on these data.

Table 8.4: The time-consuming experiments among fast WMD and three networks

Groups Case 1 Case 2 Case 3 Average
per 10 times(s)

WMD_1v1 66.26106 84.76050 77.94079 76.3207
WMD_4v1 66.26100 86.76047 77.94075 76.9874

cnn_lstm_1v1 0.01401 0.01770 0.01348 0.0150
cnn_1v1 0.00557 0.00495 0.00565 0.0053
lstm_1v1 0.02908 0.02992 0.03078 0.0299

cnn_lstm_4v1 0.01458 0.01292 0.01167 0.0130
cnn_4v1 0.00866 0.00975 0.00588 0.0080
lstm_4v1 0.02605 0.02784 0.02817 0.0273

In Table 8.4, we can clearly find it’s a thousandfold acceleration after using deep neural

networks. For an average time in one ten times’ computing, the fast WMD needs 76s,

that’s 7 second per recognition the same with our previous experiments. LSTM based

model needs the most times compared with CNN and CNN+LSTM based models, it’s

0.03s totally and 3 millisecond per recognition in average. In Fig.8.3, we draw the slate

blue guide line as the lower limit based on the LSTM model, and the upper limit based

on fast WMD. We get 2278 times, 2832 times and 2531 times during three ten times’

computing. The great promotion in the times gives our emotional trigger system a real
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Figure 8.3: The acceleration results among fast WMD and three networks

time response ability. In this respect, the CNN, LSTM and CNN+LSTM based networks

are high-efficiency to solve the time delay problem.

On the other hand, though the DNNs get the fastest emotional trigger, without higher

or at least similar classification ability, the speed is useless. Table 8.5 and Fig.8.4 show the

verification experiments for this doubt. In Fig.8.4, we draw two histograms to represent

precision and recall separately, in which red color with slash texture means precision,

tan color with vertical texture denotes recall and F1 scores are drafted as polyline with

lime color. The results of 1v1 and 4v1 are placed together by 4 sub-figures, the first row

represents 1v1 experiments and second row represents 4v1 experiments.

In the experiments, we measure the results based on Micro and Macro standard respec-

tively. Considering the Micro side, in 1v1 experiments, the CNN+LSTM gets the best f1

score compared with other methods of 0.35002, all of the three networks get the f1 scores

over 30% and overing 12 percentages than fast WMD model. When comes with more

training data in 4v1 experiments, fast WMD gets the best f1 score, 13 percentages over

its 1v1 results and 0.1 percentage higher than the best f1 score achieved by CNN+LSTM

model. With more training data, the fast WMD model gets obvious promotion, while the

CNN and LSTM models keep the same, only CNN+LSTM network moves forward.

But in Macro standard, the results go to the opposite side. In Fig.8.4, we can see the

fast WMD gets the best f1 scores both in 1v1 and 4v1 experiments. In 1v1 experiment,

the three networks get almost the same f1 scores 7 percentages lower than the fast WMD.
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Table 8.5: The classification results on fast WMD and three networks
Type Algorithm Precision Recall F1-score

Micro WMD_1v1 0.23887 0.23887 0.23887

cnn_lstm_1v1 0.35002 0.35002 0.35002

cnn_1v1 0.30734 0.30734 0.30734

lstm_1v1 0.33647 0.33647 0.33647

WMD_4v1 0.36759 0.36759 0.36759

cnn_lstm_4v1 0.36600 0.36600 0.36600

cnn_4v1 0.30596 0.30596 0.30596

lstm_4v1 0.33618 0.33618 0.33618

Macro WMD_1v1 0.35858 0.27378 0.31050

cnn_lstm_1v1 0.23938 0.23752 0.23844

cnn_1v1 0.23065 0.23413 0.23237

lstm_1v1 0.25158 0.23760 0.24439

WMD_4v1 0.33847 0.30025 0.31822

cnn_lstm_4v1 0.38705 0.23755 0.29441

cnn_4v1 0.23624 0.23696 0.23660

lstm_4v1 0.26606 0.24427 0.25470

In 4v1 experiments, though fast WMD still get the best f1 score, its promotion only goes

0.8 percentage. As the comparison, CNN model gets the least 0.4% improvement, LSTM

model gets the promotion of one percentage and CNN+LSTM model achieves the most

improvement of 7%. In this experiment, CNN+LSTM network gets the best precision of

0.387 among all of the algorithms.

Considering the Micro and Macro results, we can find that Both in these two calculation

standard, f1 scores of CNN+LSTM method are improved from 1v1 to 4v1 obviously. The

fast WMD only changes clearly in Micro experiments, LSTM netowrk makes a small step

only in Macro. CNN based network almost keep the same results from 1v1 to 4v1 either

in Micro or Macro.
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Figure 8.4: The classification results on fast WMD and three networks

In the results of time consuming experiments and classification comparisons, the CNN+LSTM

network prove its ability to make a real time emotional trigger with acceptable accuracy

compared with fast WMD. Thus, the Actroid REN-XIN can make an emotional action

with ignorable time delay over the whole recognition and response processes when handling

with several scenes.



Chapter 9

Conclusions

9.1 Discussion in WMD Based Models

Difficulty in SeTF·IDF Though SeTF·IDF can match sentences into different emo-

tion dimensions, the method is based on priori knowledges annotated in corpus. This

means we cannot use SeTF·IDF to match a new sentence or document into multi-emotion

dimensions due to lack of no emotional keywords annotated manually. That’s why we use

SeTF·IDF as an enhanced baseline method. It’s an idealized results. The importance is

this visualization algorithm makes us having a clearer visual results, and changes our way

of thinking in training multi-label data.

”NaN” conversion Both of the results of the Chinese and English corpus computed by

WMD contain ”NaN” data. This makes the data disable to train in SVM model. Parsing

the sentence pairs which ”NaN” data happened, we found the ”NaN” data always appear

in short sentences or documents, and the target data are the same with the seed data,

like ”��(English: good)” and ”��(English: I don’t know.)” in Chinese corpus, ”Thanks!”

and ”It’s there...” in English corpus. One special situation is the documents with a lot of

messy script codes in 20 newsgroup data set, and these messy codes will result in ”NaN”

data.

Having known the contents leaded to error, we make two ways to convert the ”NaN”

data. One is replacing the ”NaN” data with ”0”, and the other one is ”1”. The reason

for ”0” conversion is that the pairs of sentences are the same, and in distance meanings of

70
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WMD, ”0” is the most suitable and practical; But considering the similarity vector, ”0”

elements are useless, and may cause information loss, ”1” conversion maybe better.

To verify which one is suitable, we convert the ”NaN” data to ”0” and ”1” indepen-

dently in both 1v1 and 4v1 experiments. The ”1” conversion data gets 0.291 and 0.305

in F1-scores in 1v1 and 4v1 experiments respectively, a bit lower than ”0” conversion of

0.310 and 0.318. Thus, we choose ”0” conversion finally in all of the experiments.

The opposite results in Chinese and English data sets In 1v1 and 4v1 experi-

ments, the WMD method gets the best results. On the contrary, in 20 news, the TF·IDF

gets the best result, and Seed_TF·IDF gets the second, third is WMD. One reason is

the reduction rates mentioned above of the two language corpus are different. The other

reason maybe the word embeddings of English used in the experiments have more missing

words than Chinese embeddings, this can explain why TF·IDF_word2vec gets higher

results and indeed should be higher than TF·IDF in Chinese corpus, but gets fourth rank

in English corpus and almost 10% lower than TF·IDF.

9.2 Discussion in Emotional Trigger System

The proposed CNN+LSTM network successfully solved the long time delay with trainable

accuracy, there still are some key points needed to be discussed to give an experience for

others or related field research works.

epochs When dealing with parameter of epochs, we run a 50 epochs experiment in

1v1 and 4v1 data sets among all the three networks. The tendency of accuracy and loss

changed with epochs can be seen in Fig 8. Red line denotes the accuracy of training data,

tan dot line means the loss calculated though training, lime line represents the testing

accuracy and blue dot line is the corresponding loss.

In Fig.9.1, we annotated the guide lines of epochs = 3 in every sub-figures. And in

model training process, the epochs of the three networks are all set to 3 according to this

guide line, this is not an empirical selection. We can check the accuracy and loss pairs in

every sub-figures, the inflection point can be obviously found in epochs = 2. All of the

six sub-figures show the increase of training accuracies with the decrease of training losses
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Figure 9.1: The tendency of accuracy and loss changed with epochs in three networks

epoch by epoch, while the test accuracies keep declining with test loss keeping raising till

no changes unfortunately.

In experiences, the epochs = 2 should be the suitable parameter for training. With

the contrary tendencies obtained from the six graphs, we make a speculation that the

former experiences maybe not fit this multi-class emotional corpus well. To very this

hypothesis, we save the models after every epochs during our 50 times iteration, and then

calculate the f1 scores in Macro standard over every exported epoch based models (the

metrics parameters in keras are all measured by Micro standard). The results show that

epochs = 2 gets the best precision in Micro standard which can be seen clearly in Fig 8,

while epochs = 3 gets the best f1 scores. In Micro standard, epochs = 3 gets both the

best precision and f1 score than other epochs. According to these comparative trials, we

finally make the epochs as 3.

Different promotion among four methods In Table 8.5 and Fig.8.4, we can find

the fast WMD performs well in Macro standard, CNN+LSTM method achieves better

in Micro. The results among three networks also show different tendencies. These are
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interesting.

We dig from the start: the data split in Ren_CECps. The sentences are all annotated

with 8 emotional labels mentioned before. With no emotional labels, the intensity values

of corresponding categories will be 0, and we written the category of these sentences as

”neutral”. In the process of splitting data into single category level, we add the sentence

to the specific emotion if its intensity value is not 0, that means one sentence can appear

in more than one categories sub-data sets, one the other side, the ”neutral” sentences can

only appear in one sub-data set.

In Ren_CECps, there are 36525 sentences, 22751 sentences have only one emotional

category, 62.28% of the total, 11731 sentences have two emotional labels, 32.11% of the

total and 1847 sentences have three labels, 5.05% of the total. The 1v1 and 4v1 data sets

are randomly selected based on the sub-data sets, the selected training and testing data

in 1v1 and 4v1 are all have the same sentences with different emotional labels according

to the 37.16% of sentences are two or three labels annotated. Thinking in this way, we

can call our experiments the multi-class classification with adversarial samples.

We firstly analyze the fast WMD method with CNN+LSTM network. The contrary

tendencies in Micro and Macro results show the different feature representation abilities.

In the adversarial data set, the fast WMD calculates the features from words to words with

distance measurement which is better than sparse cells learning in CNN+LSTM network,

and results to 0.31 vs 0.23 in 1v1 and 0.31 vs 0.29 in 4v1 under Macro standard. While

under Micro, the CNN+LSTM model shows the stronger ability to learn global features

than fast WMD, this results to the 10 percentages in 1v1 experiments. With more data,

the fast WMD achieves 0.1% higher score than CNN+LSTM and the f1 scores changes

from 0.23 to 0.36, shows fast WMD can learn more global features than CNN+LSTM

against with more adversarial samples though the training data are also increased. The

inconspicuous improvement of CNN+LSTM shows that the network is sensitive with ad-

versarial samples and can not learn more global features. Back to the Macro, the stronger

ability of feature representation of fast WMD can not achieve more promotion either,

while CNN+LSTM gets 6 percentages increase. Combining the Micro and Macro results,

we can find that with the increase of training data, CNN+LSTM network can not learn

global features, but the ability of learning local feature of categories are still working and
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achieves obviously promotion. With more training data, the CNN++LSTM network can

learn both global and local feature better than fast WMD method.

Next we analyze the three networks. The almost unaltered scores in Micro shows the

three networks are all sensitive and can not learn more global features from more data

with adversarial samples. In Macro, the separated experiments employed each networks

show what the local feature learning ability rely on. We can find in Table 8.5, the CNN

based network achieves almost the same scores of 0.232 to 0.236, the LSTM based network

achieves 1 percentages improvement of 0.244 to 0.254. The different promotions achieved

between CNN and LSTM networks can be a demonstration that LSTM layer has a strong

ability to learn local features of categories against adversarial samples than CNN, that’s

the ability of strong sequence information learning. But the results will not give the death

of CNN, in the CNN+LSTM, the 6 percentages achievement and also the best results

among three networks show the CNN can filter information of adversarial samples and

enhance the learning ability of LSTM, thus results to the better learning ability of local

features than fast WMD.

9.3 Conclusion and Future Work

The experiments of WMD algorithm show some enlightening conclusions based on the

cross-language corpus.

1. Distance changed by the emotion separated method can get higher visual perfor-

mance in multi-label emotional corpus;

2. The WMD algorithm is indeed efficient for classification.

3. Different language has different information density of words. Thus can influence

the results of feature representation methods.

4. In Chinese corpus, owing to the high information density of words, for a certain de-

gree of feature representation reduction, it’s good for the classifier to training models

and can help improve results; For English corpus, due to the lower information den-

sity of words, the same degree for reducing features may not good for model training

and needs more experiments to find the best degree.
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According the comparison experiments and discussions of emotional trigger system,

we can make the conclusion below:

1. We proposed a fast WMD based emotional trigger system which can extend the

Humanoid robot interaction for more emotion control actions;

2. The CNN+LSTM can obviously speed up the emotional trigger system without

emotion classification accuracy descent;

3. CNN+LSTM based network has a stronger ability to train models against adversarial

samples than CNN only or LSTM only based networks;

4. For small corpus training using deep neural networks, the inflection point of training

and testing is not always the best parameter, the next epoch maybe better.

The CNN+LSTM model show the strong ability to learn global feature for multi-class

corpus, though the local features are not performed as expected . And in Section 8.2.2,

the case 1 and case 2 experiments show the deep neural network has strong ability to

recognize emotions, but in case 3, the decision tree get higher precision. These all give us

a conclusion that simple deep neural network is good at simple scenario, bur for complex

emotion expression, there still need more research.

For the emotion classification experiments, the just over 30% F1-scores cannot sup-

ply the emotional recognition applications, we will continue to improve this field. In the

future, we will focus to train the networks for single emotional categories separately with-

out adversarial samples. Some attention mechanism based networks will be proposed to

train the emotion keywords in annotated corpus for finding the emotion action points in

contents. For the Actroid REN-XIN, we need more research to make the robot a better

auto-response ability without manual operated controls of emotional expression.
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