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Abstract: Recently, the authors often see words such as youth slang, neologism and Internet slang on social networking
sites (SNSs) that are not registered on dictionaries. Since the documents posted to SNSs include a lot of fresh information,
they are thought to be useful for collecting information. It is important to analyse these words (hereinafter referred to as
‘slang’) and capture their features for the improvement of the accuracy of automatic information collection. This study
aims to analyse what features can be observed in slang by focusing on the topic. They construct topic models from
document groups including target slang on Twitter by latent Dirichlet allocation. With the models, they chronologically
the analyse change of topics during a certain period of time to find out the difference in the features between slang
and general words. Then, they propose a slang classification method based on the change of features.
1 Introduction

With the expansion of social networking sites (SNSs) such as
Twitter, the Internet has penetrated into daily life. The documents
posted on SNSs by many users should be useful for collecting
timely information. However, the documents on SNSs often
include youth slang, neologism and Internet slang that are not
registered into dictionaries. Therefore, analysis of slang is
important for allowing extraction of new information with high
accuracy.

This study focuses on the knowledge that the usage of some slang
words varies over time. Therefore, we analyse a set of tweets
including slang with latent Dirichlet allocation (LDA) and output
their topics monthly.

Then, the randomly selected topics are set as a basis, and the
similarities between the topics are calculated for each month. We
investigate the topics where the similarities are greatly changed
from the basis so that we can examine the characteristics of the
slang based on the change of topics. We also propose a method to
judge the words, whether they are used as slang, from the obtained
topic change features.

This paper comprises six sections. Section 2 describes the related
works of slang analysis or slang processing. Section 3 explains
our proposed method to analyse slang features. In Section 4, the
experiments and results are illustrated. Section 5 discusses the
analysis result and the problems of the proposed method. Finally,
Section 6 concludes the paper.
2 Related works

There are previous studies focused on topic detection, topic tracking
or detection of slang. As follows, the related works are explained in
sequence.

2.1 Topic detection

Recently, latent topic analysis has focused on the field of text/web
mining or natural language processing. LDA [1] is a famous
algorithm for topic modelling.

Studies on what kinds of topics appear in a document are included
in the study field of topic detection. There are studies for electronic
text data, such as web data [2–13]. Although there are various types
of documents such as news articles, e-mails, weblogs, among others,
document classification topics are often annotated with correct
labels.

Kimura et al. [14] proposed the classification method of the
relation between hashtags by considering co-occurrence and latent
topic from tweets. Their method can identify the meaning of
unknown hashtag by classifying relation with known hashtags.
They defined the relation of hashtags as four types. As an
evaluation experiment, the proposed method based on
co-occurrence and the latent topic could achieve higher accuracy
than the baseline methods which use only co-occurrence or latent
topic.

However, there might be more than one topic for each document,
and unexpected topics actually often appear. Therefore, LDA has
been used more recently as a method that does not define topics in
advance.

Hashimoto et al. [15] proposed a topic detection method by using
a neural network-based vector space model to calculate semantic
similarities between system review documents. Their method can
achieve a higher sensitivity of eligible studies and a reduced
manual annotation cost than the baseline method using the LDA
model using MALLET toolkit [16].

Ren et al. [17] focused on predicting users’ opinions toward
specific topics they had not directly given yet. They proposed the
method based on a social context and topical context incorporated
matrix factorisation framework.
2.2 Topic tracking

There are some studies that do not detect topics but track the topics
down in chronological order. This section introduces the studies
about topic tracking methods with latent topics.

Serizawa et al. [18] use LDA to extract topics and then judge and
integrate the similarities between the topics to decide the appropriate
number of topics. Based on the topic number, they propose a method
to extract/track-down the topics.

In this study, we appropriately determine the topic change that can
be found from the change of similarities of each month and analyse
the features of the topics, including slang from the tendency of a
topic change.
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Zhao et al. [19] proposed a dynamic query expansion (DQE)
model for theme tracking in Twitter. Their proposed model can
express the theme consistency among heterogeneous entities
through semantic and social relationships. They conducted the
experiment for tracking the theme ‘civil unrest.’ As a result of
that, they could confirm the effectiveness and scalability of DQE.
2.3 Neural topic modelling

Wan et al. [20] proposed a model that combined a deep neural
network with a latent topic model.

Cao et al. [21] proposed a neural topic model and its supervised
extension. They evaluated the performance of their neural topic
models on the document-oriented supervised tasks including
multi-class classification, multi-label classification and regression.
As a result, their proposed method achieved higher accuracy than
the other supervised topic modelling methods.

Larochelle et al. [22] proposed a model to learn semantic
representations of texts from an unclassified text corpus. The
evaluation experiments proved that their proposed model gives a
good performance as a generative model of text documents and as
a document representation learning algorithm.
2.4 Slang analysis

This section introduces several studies focusing on the analysis of
unknown expressions, such as slang.

Hisano et al. [23] judge the similarity of proper nouns by using
time-series correlation and word co-occurrence rate and then
construct a similar word dictionary. With this dictionary, slangs
that are quasi-words of proper nouns and abbreviations of proper
nouns can become manageable.

The study by Hisano et al. extracts similar words by targeting a
specific topic. However, we would like to deal with various kinds
of slangs that are not only words expressing specific things, but
also slang expressing general events such as ‘posharu’ (fizzle out)
and words having both meanings as slang and as general words,
such as ‘chiiter’ (cheater) and ‘teppan’ (a sure thing). Our study
also differs by focusing on semantic elements such as usage of slang.

Matsumoto et al. [24] proposed the topic analysis based on latent
topic modelling and word distributed representation. Their method
analysed the change of topic or meaning of slang by using the
topic keyword distributed vector and word distributed
representation vector, which are calculated from the large tweet
text corpus. As a result of the evaluation experiment, it was found
that the change of slang’s topic or meaning can be observed by
using sentiment analysis and similarity calculation of topic
modelling or word distributed representation. Their method
focused on the topic change of positive and negative. However,
the sentiment or impression of slang is often changed in a short
period. So, we focus only on fluctuation of topic information of
slang in a short period.
Fig. 1 Calculation of topic similarity between April and May
2.5 Sentiment and semantic analysis on big data

Ren et al. [25–27] proposed the sentiment and semantic analysis
method on big data on the Internet. On the other hand, Matsumoto
et al. [28] proposed the personality predicting method from users’
tweets based on neural networks and sentence embedding.
Sentiment analysis of web text or personality analysis of short text
plays a very important role in many text mining tasks. Topic
modelling should also be an effective and important component of
sentiment analysis or personality analysis.

Ren et al. [29] proposed the emotion analysis method on social big
data. Their method can obtain time-series emotion fluctuation for
each Twitter users’ cluster. They used word embedding method to
extract text feature from short text on Twitter. A lot of short text
data include noise, such as meaningless expressions or slangs.
Many big data include such expression, so, we think that topic
modelling is effective to extract meaning or sentiment indirectly.
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3 Proposed method

This section describes the proposed method.

3.1 Equations

This section describes the procedure of similarity calculation
between topics in each subsection, which is used in this study to
investigate the change of topics. By tracking the fluctuation of
topics, we analyse what meaning was used for each slang term.

Fig. 1 shows an example of calculating topic similarity and output
of higher ranked topics regarding the word ‘sweets’ in April and
May. The process of topic analysis is explained in order below.

3.1.1 Extraction of word set: First, the target months and slang
are decided in the database, and then the wordlist is obtained from
the target tuple. Next, the word set is made by extracting only
nouns, unknown words, and slang from the wordlist.

In this process, the tweets that produced the completely matched
word sets are regarded as the mechanically posted tweets and
removed, leaving only the first-appeared tweets as a target for
analysis.

3.1.2 Topic generation: Topics are generated by inputting the
data of the reshaped word set. At this time, the hyper parameters
are set as α= 0.5, and β= 0.1, the number of words for each topic
is set as 10, and the number of topics is set as 10.

Here, we explain how we decide the number of topics. As for the
40 kinds of the targeted Japanese slangs, we, respectively, prepare a
corpus consisting of the tweets including each Japanese slang.

We calculate the LDA model perplexity (1) for each number of
topics from 3, 4, 5, 6, 7, 8, 9 to 10.

The LDA model perplexity indicates the performance of model
prediction and is defined by the inverse of probability. We use the
number of topics that obtained the lowest averaged value of
perplexity.

In this study, we set the number of topics as 10. To decide the
parameter values of α and β, we calculated the average number of
topics for each tweet and selected the combination of the
parameters when the least number of topics was obtained. As this
result, we set α= 0.5 and β= 0.1

perplexity Dtest

( ) = exp −
∑M

d=1 log p wd

( )
∑M

d=1 Nd

{ }
, (1)

where M is the number of documents, d is the document, wd, is the
words appeared in document d, Nd is the number of words in
document d, and p(wd) is the appearance probability of word wd.

The example result of the output is shown in Table 1. The result
shows the word set of the slang ‘sweets’ in topic 2 in April.
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Table 1 Slang ‘sweets’ of topic 2 in April

Feature word Appearance probability

laugh 0.0778
sweets 0.0742
girl 0.0438
series 0.0379
boy 0.0297
I 0.0156
thing 0.0108
woman 0.0103
previous 0.0101
it 0.0093

Table 2 Parameters of LDA

α topic occurrence parameter
β word occurrence parameter of topic K
K number of topics
M number of documents
N number of words in document M
θ topic distribution in document M
Z topic of word n in document M
W word

Table 3 Structure of the table in the slang tweet database

Field name time nameID Tweet wordlist

data type date time text text text

Fig. 2 LDA graphical model

3.1.3 Similarity calculation: The topics are chosen to be used
for analysis basis. Then, the similarities with the topics of other
months are calculated, and the top 3 similarities are output. The
values are calculated for each month so that the transitions of the
top 3 similarities are analysed monthly.

When we calculate similarities, the vector consisting of the feature
words and their appearance probabilities are used. However, because
the tweets including the target slang are targeted for analysis, there is
a problem in that the appearance probability of slang itself becomes
very high. Generally, tf-idf is often used as a solution to this
problem. Tf-idf is a value that multiplies term frequency by
inverse document frequency.

In the topic model, the tf-idf value can be implemented by using
term scorek,v proposed by Blei et al. [30].

The calculation formula of term scorek,v is shown by

term scorek,v = b̂k,v log
b̂ k,v∏K

j=1 b̂ j,v

( )1/K
⎛
⎜⎝

⎞
⎟⎠, (2)

where b̂k,v is the appearance probability of v in topic k and K is the
number of topics (k∈{1,..., K}).We weight the term appearance
probability using term scorek,v. After that process, we decide the
term scorek,v corresponding to the feature words as the vector x in
that topic and calculate cosine similarities between the topics with
(3). The calculated cosine similarities are used for analysis as the
similarities between the topics

cos xi · xj
( )

= xi · xj
xi
∣∣ ∣∣ xj∣∣∣ ∣∣∣ . (3)

3.1.4 Latent Dirichlet allocation: To analyse the usage of
slang, we focus on the analysis of the latent topics. In this study,
we analyse the latent topics by using LDA.

LDA is a probabilistic topic model that assumes multiple topics
exist in a document. The graphical model of the LDA and the
explanation of each variable are shown in Fig. 2 and Table 2.

The steps of document generation by LDA is as follows.
Dir indicates Dirichlet distribution, and Multinomial indicates
multinomial distribution.

In this study, we calculate LDA by using the tool:
GibbsLDA++ [31].

(i) The distribution of topic ui–Dir(α) is generated for each
document i∈{1,..., M}.
(ii) The distribution of word fk –Dir(β) is generated for each topic
k∈{1,..., K}.
(iii) The topics zdn –multinomial (ui) are generated for i∈{1,..., M}
and each word j∈{1,..., Ni}.
(iv) Words wdn–multinomial (wzi,j

) are generated.

3.1.5 Database: This study targets the tweet sentences including
slang for analysis. Since we would like to focus on the time-series
analysis, tweet sentences need to be collected for each month.
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Therefore, we construct a database to more effectively use the
collected documents. Table 3 shows the structure of each table. It
consists of four columns: tweet posting date (year, month, day,
hour, minute, second), the account ID of the user who posted the
tweet, tweet sentences, and the data with format of <Word/POS>
obtained by morphologically analysing tweet sentences with
MeCab [32].

At this time, the 654 slang words are already registered in a user
dictionary in MeCab and the ‘-unk-feature UNK’ is set as an option.
Currently, we use SQLite3 [33] as the database-management system,
and 148,551,674 tweets are registered into the database. We would
like to update the database in the future.

3.2 Topic fluctuation analysis

This subsection describes the method to calculate scores for each
topic by month. In this process, we use the same database,
wordlist, and LDA as those that are used in the previous section.
Fig. 3 shows the system flow.

3.2.1 Extraction of word set: We select the slang from the
database and obtain the wordlist from the target tuple. Next, we
make the word set by extracting only nouns, unknown words, and
slang from the wordlist.

During this process, we remove the tweets that produced the word
sets completely matched to the other tweets’ word sets from the
analysis target. As the stop words, we remove the words that do
not include kanji, hiragana, or katakana characters because these
words are not Japanese.

3.2.2 Topic generation: We generate topics by using all
wordlists of each month as input data. During this process, we set
the hyper parameters as α= 0.5, β= 0.1, and the number of words
for each topic is set as 100 and the number of topics is set as 100.

3.2.3 Topic clustering: If the number of topics is set as 100, a lot
of similar topics will be generated. Therefore, after the analysis by
CAAI Trans. Intell. Technol., 2019, Vol. 4, Iss. 1, pp. 64–71
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Fig. 3 System flow (topic fluctuation analysis)
LDA, we reduce the number of topics by using the unsupervised
clustering method.

After the clustering, we use the centroid vector of each cluster as
the representative vector of each topic. In this step, the number of
clusters is automatically decided by setting the threshold of
similarities between vectors.
Fig. 4 CNN-AE: auto encoder–decoder
3.2.4 Topic scoring: We obtain the wordlist for each month and
annotate the score for each topic. The equation of topic scoring is
shown by

topic-scorem,k =
∑wordk

i=1 b̂ k,i,v ×WordCountm,i
( )
TweetCountm

, (4)

where b̂k,i,v is the probability of occurrence v of word i in topic k;
TweetCountm is the number of tweets in month m; WordCountm,i
is the number of tweets in which word i appeared in month m; and
wordk is the feature word in the topic k.

At the time of scoring the tweets, if the feature words appeared in
the tweet sentences, we add the corresponding appearance
probability as a feature quantity. Finally, the averaged value
calculated by the number of tweets is defined as the score of the
topic.

Since the score can be represented by multiplying the appearance
probability of the target word and the number of tweets including the
target words, the calculation is the same as (3). In Experiment 2, we
annotate the score for each topic by using this scoring method and
output the monthly fluctuation.

3.3 Comparison with tweet distributed representation

One of the problems regarding the analysis on tweet topic change by
the topic vector is that the relation of word co-occurrence cannot be
obtained sufficiently because a tweet (document), which is targeted
for analysis, is short. Besides, in simple bag-of-words model,
weights such as tf-idf are calculated on words to measure word
importance value. However, this causes too high importance
values on rare expressions appearing in only specific topics.

On the other hand, there is a study reporting that the word
distributed representation and the document representation learning
are more effective to extract short text feature. Liu et al. [34]
proposed the task-oriented word embedding for the text
classification method. From the results of evaluation experiments,
it was found that their approach significantly outperformed the
state-of-the-art methods.

Boom et al. [35] found that high performance is shown in the short
text representation learning task by weighting word distributed
representation with idf value.

As in their study, it is effective to learn text representation based
on word distributed representation. In this section, we create a model
that generates a fixed dimensional real-valued vector by training
distributed representations of tweets. We extract a 64-dimensional
vector from tweets based on this model.
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We generate a cluster vector for each month with consideration of
cluster appearance frequency and similarity, by conducting
clustering on the extracted vector set.

We assume that this vector should express the meaning on the
tweet set. We calculate the similarity between the cluster vectors
obtained from the tweet set of the neighbouring month and detect
the semantic change of the slang by finding out when the
similarity becomes lower than the average similarity. We also use
topic vector similarity to analyse the tendency appeared.

Since the number of tweets is different in each month, we limit the
number of tweets up to 100 and create a distributed representation
cluster vector by randomly extracting the 100 tweets from each
month. To learn the tweet distributed representations, we use
pre-trained word distributed representation as a feature in this study.

We use the nouns extracted from each tweet as the training data,
and trained 64-dimensional distributed representations by
word2vec [36] using the skipgram algorithm and setting context
window size as 5.

We randomly extracted one million tweets as target tweets. Then,
the words in each tweet are replaced by the 64-dimensional
distributed representation vector. For each tweet, vector up to 32
words are input, and the encoder–decoder based on convolutional
neural networks is learned. From the hidden layer of the learned
encoder–decoder, the 64-dimensional vector responding to the
inputted tweet. This network model is hereinafter called as
CNN-AE. Fig. 4 shows the layer construction of CNN-AE.

We used ReLU as an activation function between the hidden
layers and Softmax as an activation function for the output layer.
As the optimisation algorithm, we used Adam and set the mini
batch size as 256 and learning epochs as 1000.

The output of the fifth layer (hidden layer) is extracted as the
64-dimensional vector. We conduct clustering on the tweets with
the k-means method by using the trained model. The number of
clusters was set as 60, 100, 200, 300, 400 and 500.

We assume that the target slang should have its own tendency to
appear in each independent topic. Therefore, if several different
slangs co-occurred in the same tweet in the same cluster, we can
regard that classification by topic should have been failed. We
judge the result of the clustering result according to the average
value of the co-occurrence frequency between the different slangs
in the same cluster. When the value is smaller, we judge it as
better clustering result. As a result of the clustering, the optimal
number of clusters was N= 200.

Therefore, in this study, we set N= 200 and analyse the semantic
change of slangs by using the feature vector (semantic feature
67n for Artificial Intelligence and
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Table 4 Part of the target Japanese slangs

boomerang oni (devil) gobaku
(bombing
error)

enban
(disk)

yuri (lily)

Jizou (a
stone statue
of Jizo)

kami (god) teppan (grill) atsui (hot) pizza

urayama (a
mountain at
the back)

daishouri
(big

winning)

Gunnmar
(people of
Gunnma
prefecture)

daisougen
(prairie)

anntei
(stabilisation)

sweets kuudere jiwaru Youtsube
(YouTube)

denntotsu
vector), which is created based on the appearance frequency in each
month of the tweets belonging to each cluster instead of a topic
vector.
4 Experiments

This section describes the experiment of the proposed method.
4.1 Analysis of topic change: experiment 1

We investigated the transition of each topic score in the term from
April 2015 to December 2015 by using the method described in
the previous section. We randomly selected a basis topic from the
topics in April and calculated similarities with the topics from
May 2015 to September 2015.

In this study, we target 40 kinds of Japanese slangs shown in
Table 4.

The topic similarity was calculated by using cosine similarity
between the vectors of topics, of which dimension is word and
value is occurrence probability.

As a result, we found the tendency of some words. The examples
are described in the following subsection.
Fig. 5 Similarity fluctuation in topic 0 of slang ‘boomerang’

Table 5 Similar topics of slang ‘boomerang’ April, topic 0 as a basis

Apr. (T0) Jun. (T3) Jul. (T2)

boomerang boomerang boomeran
myself laugh thing
I partner laugh
yo weapon myself
what head I
video myself flaming
statement up statemen
all what kuse
flaming change mon
san I number

68 This is an open access article publis
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4.1.1 Topic occurrence: ‘boomerang’: Fig. 5 shows the score
transition which was obtained by analysing the slang word
‘boomerang.’ A graph is displayed with an analysis result
visualisation tool which was created by a graph plot library of
JavaScript called Chart.js [37].

From this figure, we can see that the similarities are increasing
from June to July. Therefore, we focused on the topics that
calculated the highest similarity from June to September. Table 5
shows the feature words of each topic.

From this table, ‘boomerang’ in topic 0 in April means that the
calumny or criticism towards other people goes for the persons
themselves who posted such words.

This indicates that the word ‘boomerang’ is used as slang in a
so-called ‘boomerang statement.’ In fact, the word ‘boomerang’
co-occurs with the word ‘statement’ in the topic.

Next, we focus on the topics from June and July. In June,
‘boomerang’ was not used as slang in meaning. However, in July,
‘boomerang’ was found to be used as slang.

On the other hand, ‘boomerang’ as slang appeared in the topic of
August. However, in the topic of September when the similarity
decreased, the latent topic of ‘boomerang’ cannot be judged by a
human. As a result, it was found that the topic fluctuation occurred
by topic similarity change.

Moreover, the topic keywords are thought to occur among the
topic basis when the similarity increases. The topic keywords are
thought to fall into decline when the similarity decreases.

4.1.2 Topic continuance: ‘sweets’: Next, Fig. 6 shows the
transition of similarity when the topic 2 of the slang word ‘sweets’
was set as a basis.

From this figure, it is found that the similarities repeatedly
increased and decreased. By focusing on the topics which obtained
the highest similarity in the period from June to September, the
feature words for each topic are shown in Table 6.

The word ‘sweets’ as slang has two meanings: (i) the sweet dessert
and (ii) an ironic meaning regarding people who regurgitate
information by mass medium or bandwagon in the world.

From this table, ‘laugh’, ‘sweets’, and ‘girl’ are ranked higher in
every month so that the latent topic can be confirmed as the slang
‘sweets’ having ironic meaning.

4.2 Analysis of topic score transition: experiment 2

4.2.1 Topic score transition: ‘boomerang’: The score
transition obtained by analysing slang ‘boomerang’ is shown in
Fig. 7. We found that the highest score was calculated in May.

It is also found that the score of topic 3 increased until December.
So, we investigated what words are the feature words in topic 8 and
topic 3. A part of the feature words in topic 3 is shown in Table 7.

In the set of tweets in December, the tweet with the highest score
of topic 3 is defined as Example sentence 3.
Example sentence 3: Tweet sentence belonging to topic 3
‘Because they say that specialised cat for boomerang is strong,
I try to select it carefully.’
Aug. (T7) Sep. (T6)

g thing boomerang
people thing

boomerang myself
myself yo

minshuto people
yo child

t what I
statement face

congressmen outside
criticism story
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Table 6 Similar topics with topic 2 of slang ‘sweets’ in April

Apr. (T2) Jun. (T9) Jul. (T5) Aug. (T1) Sep. (T6)

laugh laugh laugh laugh sweets
sweets sweets sweets sweets laugh
girl girl girl girl girl
series like series series people
boy thing ‘symbol’ boy thing
I people boy people like
thing focus another stomach kun focus
woman woman power story power
previous myself stomach man I
it yo yeah like sweets (laugh)

Fig. 6 Similarity transition of slang ‘sweets’ in topic 2

Fig. 7 Score transition of slang ‘boomerang’

Table 7 Feature words in topic 3 of slang ‘boomerang’

Feature word Score

weapon 0.373684
nyanta- 0.357511
ka 0.297841
penetration 0.273524
attack 0.25364
cat 0.249143
sword 0.188299

Fig. 8 Score transition of slang ‘reiyar’

Fig. 9 Similarity transition of ‘sweets’ between neighbour month for each
feature extraction method
4.2.2 Topic score transition: ‘reiyar’: The transition of the
scores when the slang ‘reiyar’ was analysed is shown in Fig. 8.
‘Reiyar’ means ‘people who do costume play.’

From Table 6 and the example tweet sentences, it was found that
the topics of games are generated. In these instances, ‘boomerang’
was used with the literal meaning instead of the slang meaning.
Therefore, we could not confirm the difference in how the topics
occur when the word was used with both slang meaning and
literal meaning.
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In future analysis, we need to compare slang words that do not
have any meaning other than the slang meaning, such as
‘yukadon’ etc. We also need to compare the change of meanings
of the words that do not have slang meanings. As seen in Fig. 7,
the transition of the scores in each month could almost not be
confirmed. This suggests that the usage of ‘reiyar’ did not change
or the slang was not used beyond one year. Therefore, it will be
necessary to investigate changes over a longer period of time.

4.2.3 Tweet embedding approach: experiment 3: In this
subsection, we compare the change detection method by topic
similarity with the method by tweet embedding cluster frequency.

To detect the changes, we look at whether the similarity between
the feature vectors in each neighbouring month is over the average
value or not, and used it as the basis.

The followings are the parameters used in this experiment:

† The number of topics for LDA: 60.
† The number of the clusters for tweet embedding: 200.

Figs. 9–12 show the result of the comparison between the result by
LDA (‘topic’) and the result by tweet embedding (‘embedding’) as
for the change of the similarities.

The left vertical axis indicates the similarity based on ‘topic’ and
the right vertical axis indicates the similarity based on ‘embedding.’
The horizontal axis indicates the interval of the similarity
calculation. For example, ‘4_5’ indicates the similarity between
feature vectors in April and May.

As we can see from these results, there are some slangs whose
similarities did not change so much, however, most slangs showed
changes of similarities differently depending on the methods.

In each method, the averaged similarity values of the all intervals
is, respectively, expressed as simtopic and simemb, and the similarity
values in each interval (i) is expressed as simtopici, simembi

. We
define matchi as (5) that takes 1 when the value of similarity is
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Fig. 11 Similarity transition of ‘jejeje’ between neighbour month for each
feature extraction method

Fig. 10 Similarity transition of ‘yukadon’ between neighbour month for
each feature extraction method

Fig. 12 Similarity transition of ‘gachizei’ between neighbour month for
each feature extraction method
under the average in both the methods and that takes 0 when the
value of similarity is over the average in both the methods

matchi =
1 if simtopici

, simtopic and simembi
, simemb,

0 otherwise.

{
(5)

The average value of matchi is defined as (6). M stands for the
number of intervals

match =
∑M

i=1 matchi
M

. (6)

When we calculated match by (6) for all the target slangs and
obtained the average, the value was 0.446, which was under 50%.
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This result shows that the tweet embedding extracts feature by
different viewpoint from the topic model.

The slang ‘Jejeje’ is a buzz term used on a TV drama, and it is
usually used to express a surprise. This expression has wide
application range, however, in our tweet corpus, this slang seems
to be used often in the topics related to that specific drama,
therefore, the results of both methods (topic and tweet embedding)
are similar.
5 Discussions

To extract features of slang, which is the purpose of our study, we
focused on the relationship between topic change and similarity
transition in experiment 1. It is therefore important to determine
whether we can consider this relationship as a slang feature.

For example, we think that we can clarify what features slang has
by investigating whether declination of topics is limited to the topics
focusing on slang. However, there were some problems with the
method we used in Experiment 1.

First, the topics serving as a basis were manually selected.
Therefore, a method to automatically select topics is required.

Second, change of topics was judged manually as was the
tendency obtained by Experiment 1. Different tendency could be
determined depending on how the judging person observes it. It
would not be practical to classify them mechanically.

In Experiment 2, we generated topics, not from the change of each
month, but from the whole data set and analysed the usage of each
topic by month. We could observe the case where the score
transition almost did not occur and the case where score change
considerably occurred.

For example, if the topics are sorted out in order of high score and
the values indicating the change of rank for each month are obtained,
we would be able to classify slang words into one group of slang that
is rarely changed and another group of slang that is frequently
changed. By fixing the conditions of change to quantify the
feature of slang, we think that Experiment 2 could be used for
slang classification.

In Experiment 3, we found several differences between the topic
modelling and the tweet embedding. Each method can capture
different feature of slang. For example, the topic modelling can
express the real-time meaning of the slang, and the tweet
embedding can express the general meaning of the slang. If we
can use these two types of features at the same time, we think that
could obtain more detailed fluctuations of the slang meanings from
social media.
6 Conclusion

In this study, we conducted two experiments to consider slang
features. In Experiment 1, we investigated topic change by
generating a topic model for each month by LDA and analysing
transition of each similarity. As a result, we could observe the
decrease/increase in the occurrence of topics when the similarity
increased/decreased. However, because there are a lot of human
interventions in these processes, we need to propose an automatic
derivation method.

In Experiment 2, we generated the topic model from the whole
data set and calculated each topic score for each month. We could
extract topic occurrence by observing the transition of the scores.

With this method, it is expected that we can classify slang based
on the change of topics or the number of topics. Therefore, we
think that that this provides a clue for an automatic slang detection
method if we develop the study based on Experiment 2.

In Experiment 3, we compare two types of slang feature
extraction: topic modelling and tweet embedding. As the
evaluation result, we found that the topic modelling and tweet
embedding can extract different meanings or topics.

As a future task, we would like to cluster slang from the change of
scores obtained in Experiment 2. After that, we would need to
investigate what words are found in each cluster.
CAAI Trans. Intell. Technol., 2019, Vol. 4, Iss. 1, pp. 64–71
hed by the IET, Chinese Association for Artificial Intelligence and
of Technology under the Creative Commons Attribution License

(http://creativecommons.org/licenses/by/3.0/)



At the present stage, 40 slang terms have been output as results of
our analysis. The transition of scores and the feature word in each
topic are described in the Appendix. We would like to propose a
slang clustering method based on these data.

Additionally, we would like to add tweet sentences into the
database at any time, attempt to calculate similarity in a longer
period, and focus on finer changes by changing the time range
from month unit into day unit.
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