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Abstract

H.265/HEVC is the new next generation video compression standards, which
is developed by the ITU-T video coding experts group (VCEG) together with
the ISO/TEC moving picture experts group (MPEG). The final drafting version of
H.265/HEVC is released in 2013. Afterwards, the standard is continually extended
to support more new advanced video applications which include high resolution,

scalable or multi-view video applications.

As evaluated by many researchers, the H.265/HEVC standard can achieve much
more coding efficiency compared with the previous video compression tools. How-
ever, the complexities of corresponding algorithms have increased the difficulty of
implementation. Especially, for high-resolution video, multi-view video applications,
simulcast etc, software coding require a very high computational complexity. There-
fore, high speed, application specified hardware has been acknowledged as a good
way of implementation for the H.265/HEVC encoding. Moreover, because the con-
tent is increased to satisfy the requirement of the consumer, the importance of the

extension technique become very high.

This paper studies on the key technology for the future video coding. As shown

in following contents, the main research contents include three parts:

(1) Scalable extension

Recently, various video streams needed to be generated because of increasing of
multi-cast service and terminal devices. One approach to full this requirement is
coding the video streams in all available formats (simulcast coding) and transmitting
them separately. As well know, this approach requires more bandwidth. The other
approach has been developed as a scalable video coding (SVC) tool, which enables
the video coding system to deliver different versions of the same video content within
the same bit-stream. Compared to simulcast coding, SVC requires less bandwidth.
Furthermore, many consumer electronic devices are developed for a various display,
processing, and transmission capabilities. Therefore, scalable coding plays the role

of an important tool.



(2) 3D extension

With the development of the technology of 3D television (3DTV) and free viewpoint
television (FTV), 3D video coding (3D-HEVC) attracts more attention. The typical
3D video is represented using the multi-view video and depth format, in which few
captured texture videos as well as associated depth maps are used. The depth
maps provide per-pixel with the depth corresponding to the texture video that can
be used to render arbitrary virtual views by using depth image based rendering.
Recently, 3D-HEVC technology based on high efficiency video coding (HEVC) is
now being standardized by joint collaborative team on 3D video coding (JCT-3V) as
an extension to HEVC. From the JCT-3V meetings, the developed coding schemes
for 3D-HEVC mainly use HEVC together with exploiting temporal and interview
correlation. Thus, many coding tools applied in 3D-HEVC are based on the hybrid
coding scheme and highly related to HEVC.

(3) Future extension

Various extension technologies of HEVC were examined from 2014 to 2016 in order
to satisfy consumers’ demands. Also, since the precision of image recognition by a
artificial intelligence has greatly improved in 2016, to apply the artificial intelligence
(AI) to image processing was expected. In other words, it is necessary to propose a
new coding technique using Al for super-resolution such as 8K. One of our research
aim is to develop the preprocessing software architecture of Al for greatly improving

the coding efficiency.

Our research target is the complexity reduction of the extension model of HEVC.
We consider that the diverse terminal device, 3D view (VR), and the device including
the Al require the complexity reduction and the improvement of the coding efficiency
according to extension technology because the target of the future video coding is
super-resolution (8K). In other words, the importance of the extension technology is
increased for the next generation video coding. The main research contents consist
of two conventional extension models and next future model. The main research

results are as following:



(1) Scalable extension

Our research focus is on developing a complexity reduction scheme for spatial scal-
able SHVC encoder. The proposed algorithm uses fast CU depth decision (FCDD),
fast mode decision (FMD), and early termination process (ETP). The performance
of the proposed algorithm was tested over a representative set of video sequences and
was compared to the unmodified SHVC encoder as well as two of the art complex-
ity reduction schemes and combinations. Performance evaluations show that our
proposed algorithms reduce encoding time on average 61.88% and increases BD-
rate about 0.9%, compared with SHM 11.0. Moreover, to confirm a validity of the
proposed FCDD algorithm, the hardware architecture is designed targeting on the
FCDD algorithm. Synthesis results show that the hardware cost is about 1.8K gates
and achieve the scalable working clock frequency in the case of FPGA (CycloneV)
implementation.

(2) 3D extension

We develop a complexity reduction scheme for 3D-HEVC encoder. The proposed
algorithms use fast intra texture and depth coding. Our scheme utilizes the bound-
ary homogeneity to predict the CU sizes of the CTUs of texture and depth coding.
To realize the low complexity of CU size decision, our approach notice the bound-
ary homogeneity of every CU size. Moreover, for complexity reduction in the intra
depth prediction mode, we proposed the edge classification by using Laplacian filter.
The performance of the proposed algorithm was tested on a representative set of
video sequences and was compared against the unmodified HTM encoder as well as
two of the art complexity reduction schemes and combinations. Performance eval-
uations show that our proposed algorithms reduce encoding time on average 56.9%
and increases BD-rate about 0.5%, compared with HTM 16.0.

(3) Future extension

We proposed the preprocessing Al software architecture for HEVC and the future
coding technique. The new encoding model reduce the computation complexity sig-
nificantly, and the CNN structure is simple. Specifically, CNN investigates the tex-
tures of a CU, and then determines the optimal CU/PU configuration. As compared



)

to the reference software HM16.7, the conservative configuration of our algorithm
saved 66.7% encoding time and 70.1% complexity reduction, at the cost of 1.8%

BD-rate increment.
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Chapter 1 Introduction

1.1 Background

Recently, high-definition (4Kx2K, 8Kx4K) video applications are widely used.
The video compression technology presents the great challenge. Furthermore, many
kind of difference video applications continuously appears with the internet and
memory technology. Nowadays, digital video broadcasting, wireless mobile video
service, remote monitoring and medical imaging have entered people’s life. Thus, on
April 2010, the Joint Video Team (JVT) that is released by the ITU-T Video Coding
Experts Group (VCEG) and the ISO/IEC Moving Picture Experts Group (MPEG)
plan to develop the new next generation video compression standard-H.265/HEVC
[1]. On April 2010, the first JCT-VC conference is held in Dresden Germany. The
name of the next generation video compression standard High efficiency video coding
(HEVC) has been established. The core goal of HEVC is to double compression
efficiency based H.264/AVC high profile [2]. HEVC is allowed to increase the coding
complexity in encoder side, while the encoding efficiency is improved. On October
2010, the first HEVC draft specification is published in the third JCT-VC conference,
meanwhile, the formal HEVC reference software model (HM) is published. The first
branch of HM1.0 is released on January 2011. On February 2012, the real milestone
HEVC specification committee draft is published by JCT-VC, which means this
work has made a significant progress, and subsequent HEVC special draft need to
be further perfected. On April 2013, H.265/HEVC has been formally accepted as
an international standard by I'TU-T, and H.265/HEVC standard is released on the
ITU-T website. On November 2013, the H.265/HEVC standard is published by
ISO/IEC. After the standard released, the relevant standard further work is still
ongoing. The existing work of JCT-VC mainly focus on the extension of HEVC:
Scalabe HEVC (SHVC) [3], 3D-HEVC [4] and HEVC Screen Content Coding (SCC)

[5]-

Similar to the previous video compression standards of ITU-T and ISO/IEC
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Figure 1.1 HEVC hybrid video coding structure diagram

MPEG, the hybrid video coding scheme has been used in H.265/HEVC. While the
structure has not been changed, the algorithms represented by the building blocks
have been refined and the applicable configuration for the algorithms has become
more and more flexible over the last 25 years. The basic structure of HEVC scheme
is shown as figure 1.1 (CTB: coding tree block; DCT: discrete cosine transform;
Q: quantization). The hybrid structures include: intra prediction, inter prediction,
transform, quantization, in-loop filtering and entropy coding. Intra prediction mod-
ule is mainly used to remove the spatial correlation of the image. The information of
the reconstructing encoded unit is used to predict the current coding unit to remove
the spatial redundancy and improve the efficiency of image coding. Compared with
H.264/AVC, H.265/HEVC supprots more intra prediction modes. Inter prediction
module is mainly used to remove the temporal correlation of the image. The refer-
ence frames are used to obtain the motion vector (MV) of the current coding unit,
so as to remove temporal redundancy and improve the compression efficiency. In
H.265/HEVC, inter prediction can support uni-directional and bi-directional pre-
diction. Transform and quantization module is mainly to remove frequency domain
correlation using the residual data by transform and quantization, and this technol-
ogy is lossy compression. Through the transform coding, the image signal is from
the time domain to the frequency domain, and the energy is concentrated in low
frequency area. Quantization module can reduce the dynamic range of video coding.
Moreover, this two processes together can reduce the computational complexity in

HEVC. In-loop filtering In-loop filtering technology is used in H.265/HEVC, which
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includes two modules: deblocking filter (DF') and sample adaptive offset (SAO). DF
module is used to reduce blocking effect, and adaptive pixel compensation is used to
improve the ringing effect. SAO module is used to reduce the prediction residual of
the subsequent coding pixels, and improve the quality of video effectively. Entropy
coding module, the code control data, quantization transform coefficient, frame pre-
diction and motion data are coded as a binary stream for storage or transport.

The output data module is original video compressed code stream. Context-based

adaptive binary arithmetic coding (CABAC) technology is used in H.265/HEVC.

1.2 Thesis outline

This paper is organized as follows. The current chapter gives a brief introduction
on history of the coding standards and coding framework. The chapter 2 gives the
overview of HEVC in detail, and reference software HEVC Test Model (HM), 3D-
HEVC Test Model (HTM), HEVC Test Model (SHM) are introduced briefly. In
chapter 3, the two extension models of HEVC are introduced. These two extension
models are important as application field of image processing, and we represent
these challenge and solution. In chapter 4, a future extension model using artificial
intelligence is proposed for the next video coding. In chapter 5, conclusions and the

future work are introduced.
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Chapter 2 Overview of HEVC

2.1 Overview of HEVC

The High Efficiency Video Coding (HEVC) standard is designed along the suc-
cessful principle of block-based hybrid video coding. This chapter describes the more
details about the basic encode modules of HEVC.

2.1.1 Coding structures

e CTU partitioning

Picture are divided into a sequence of coding tree unit (CTUs) [1]. The CTU
concept is broadly analogous to that of the macro-block in H.264/AVC. For a picture
that has three sample arrays, a CTU consists of an NxN block of luma coding tree
blocks (CTB) together with two corresponding blocks of chroma CTBs. The luma
CTB and the two chroma CTBs together with associated syntax form a CTU. In
HEVC, the maximum size of luma CTB in a CTU is 64x64. The CTU is the basic
processing unit used in the standard to specify the decoding process. Larger size
CTU can achieve better coding efficiency, while it may increase the computational
complexity. Thus, it can achieve a better trade-off for the targeted application by
choosing the CTU size.

The coding unit (CU) is a square region, represented as the leaf node of CTU,
which shares the same prediction mode: intra, inter or skipped. The quad-tree
partitioning structure allows recursive splitting into four equally sized nodes. This
process gives a content-adaptive coding tree structure comprised of CUs, each of
which may be as large as the CTU or as small as 8x8. In a CTU, the split flag (split
cu flag) is used to indicated whether CU is split into for equally-sized CU.

CU partitioning and the coding order is referred to as z-scan and is illustrated
in figure 2.1. Assume that the size of coding unit C'Uy is 2Nx2N, and the depth is
d. If the value of split cu flag is 0, C'Uy; is not split. On the contrary, C'Uy is split
into four equally-sized C'U;+1, and the size of CU;+1 is NxN, and the depth is d +
1. Compared with H.264/AVC, there are some advantages using the current coding
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Figure 2.1 Example for the CU partitioning

structure as follow:

(1). The size of coding unit in H.265/HEVC is bigger than the macro-block in
H.264/AVC. For the smooth region, it can reduce the number of bit-rate by using
the large coding size, and it can improve the coding efficiency.

(2). By choosing the suitable CTU size and the maximum depth of CU, the coding
structure can be optimized significantly.

(3). The coding structure can be expressed easily by the size of CTU, the maximum

depth of CU, and the split flag.

e Prediction unit (PU) structures

The prediction unit (PU) is a region, defined by partitioning the CU, on which
the same prediction is applied. In general, the PU is not restricted to being square in
shape, in order to facilitate partitioning which matches the boundaries of real objects
in the picture. All prediction mode is defined by the PU, and the informations
about prediction are included in the PU, such as inter prediction mode, the inter

partitioning, the motion vector, the index of reference frame.
e Transform unit (TU) structures

The transform unit (TU) is a square region, defined by quad-tree partitioning of



2.1 Overview of HEVC 7

the CU, which shares the same transform and quatization process. The TU shape is
always square and it may take a size from 32x32 down to 4x4 sample. For an inter
CU, the TU can be larger than CU, and it may contain PU boundaries. However, the
TU can not cross PU boundaries for an intra CU. For a CU with 2Nx2N partitioning,
a flag is used to decide whether the CU is split into four TUs. The best mode can
be choose for a TU. The energy can be focused for larger size TU, and more details
can be preserved for smaller size TU. This flexible structure can make the residual

energy fully compressed, and improve the coding gain further.

2.1.2 Intra prediction

In H.265/HEVC, intra prediction of the luma component supports five PUs: 4x4,
8x8, 16x16, 32x32 and 64x64, and each PU has 35 prediction modes which contain
planar mode, DC mode and 33 angular modes. The prediction template is shown as
figure 2.2, and R, , and P, , represent the reference pixels of neighboring PU and
the prediction pixels of the current PU, respectively. It is noted that the bottom
left pixels are used as reference pixels, which in some cases, can improve the coding

efficiency significantly.

Ro,o Rio Ry0 R0 Rn+1,0 | Rne2,0 | | Rono |
Ro1 Pis Poa P,

Ro Py

Ron P1,N Pun

RO,N+1

RO,N+2

Ro2n

Figure 2.2 The intra prediction template

All HEVC intra prediction modes are defined by prediction mode number as
follow: planar (mode number == 0), DC (mode number == 1) and angular modes
(mode numbers == 2-34). The prediction directions of the 33 angle mode is shown
as figure 2.3. The direction of the mode number 2-17 mean horizontal modes, and

the direction of the mode number 18-34 mean vertical modes [6].
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Figure 2.3 The prediction directions of the 33 angle mode

e Planar mode

Planar mode corresponds to plane mode in H.264/AVC, and it adapts to the pixels
smooth areas. The prediction pixel value P, , is generated by the average of the
prediction horizontal and vertical values. This method can make the change of

prediction pixel smooth, and improve the video subjective quality.
e DC mode

DC mode is suitable for large flat areas. The current prediction value is generated
by the average of the left and above reference pixels. That is the average value of

RO,17 ---RO,N7 Rl,o, ceny RN,O in ﬁgure 2.2.
e Angular modes

There are eight different prediction directions in H.264/AVC. However, in order to
adapt to the different texture of the video content, H.265/HEVC specifies 33 angular

prediction modes in figure 2.3. V, and H, represent the vertical and horizontal
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directions, and the prediction directions of other modes can be seen as a deviation

in vertical or horizontal directions.

2.1.3 Inter prediction

In H.265/HEVC, the prediction block (PB) is the basic process unit in inter
prediction, and the prediction unit contains the prediction informations. The motion
compensation principle is that the reference blocks are used to predict the current
block information. The displacement between the reference block and the current
block is called motion vector (MV) and the difference between them is named motion
distortion. The MV and motion distortion are used to determine the best prediction
mode based rate-distortion (R-D) model [7].

Similar to H.264/AVC, B-frame or P-frame prediction is used for motion com-
pensation, and in the final standard, the bi-prediction is used to achieve a trade-off
between encoding efficiency and encoding complexity. Furthermore, it needs to ac-
cess memory constantly for bi-prediction, which is considered to be the main factors

of computational complexity, especially for hardware design.

2.1.4 Transform and quantization

e Discrete cosine transform

HEVC specifies two-dimensional transforms of various sizes 4x4, 8x8, 16x16,
and 32x32 that are find precision approximations to the discrete cosine transform
(DCT). Multiple transform sizes improve compression performance, but also increase
the implementation complexity [8]. The N transform coefficients v; of an N-point

1D-DCT applied to the input samples ui can be expressed as

N-1
Vi = Z U;Cijy (2].)
7=0

where i = 0,...N — 1. Elements ¢;; of the DCT transform matrix are defined as

Cij = £ COS[E(j + 1)2] (2.2)

N

where i, j = 0,...N — 1 and where P is equal to 1 and v/2 for i = 0 and ¢ > 0, re-

spectively. The basis vector ¢; of the DCT are defined as ¢; = [cj, ...civ—1)]” where ¢
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= 0,..N — 1. There are several properties for DCT that are useful both for compres-
sion efficiency. (1). It is desirable for compression efficiency by achieving transform
coefficients that are uncorrelated. (2). It provides good energy compaction which
is also desirable for compression efficiency. (3). It is desirable for simplifying the
quantization and de-quantization process. (4). It is useful to reduce implementa-
tion costs as the same multipliers can be reused for various transform sizes. (5). It
is useful to reduce the number of arithmetic operation. (6). It can be utilized to
implement fast algorithm. For slowly changing gray value of pixels piece, after DCT
most of the energy is concentrated in the upper left corner of the low frequency
coefficient. On the contrary, if the pixel texture block contains more details infor-
mation, more energy distributes in the high frequency area. In fact, most images
contain more low frequency components. Using the characteristics that the human
eye is not sensitive to high frequency detail image with relative, the low-frequency
coefficients of high frequency energy can be handled subtly, and low energy of high

frequency coefficients can be quantized roughly.
e Quantization

Quantization consists of division by a quantization step size (Qstep) and subsequent
rounding while inverse quantization consists of multiplication by the quantization
step size. In HEVC, quantization parameter (QP) is used to get Qstep, and QP can
take 52 values from 0 to 51. The relationship between QP and Q)step is defined as

follow:

Qstep(QP) = (26)" (2.3)

The integer DCT scaling operation need to complete at the same time in H.265/HEVC
quantitative process. In order to avoid floating point arithmetic, quantizer formula
(2.3) will enlarge to a certain extent both the numerator and denominator, then in-
teger to retain the accuracy of operation. In HEVC, the encoder can signal whether
or not to use quantization matrices enabling frequency dependent scaling. Human
visual system based quantization can achieve better quaintly than frequency inde-

pendent quantization. In HEVC, three options can be configured for the operation
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of the quantizer: flat quantization, default weighting matrix and custom weighting
matrix. The quantization step may need to be changed within a picture for rate
control and perceptual quantization purposes. This is updated by a QP delta in the
slice segment header. The applicable QP for a CU is derived from the QP applied
in the previous CU in decoding order, and the dalta QP is transmitted in coding

units with non-zero transform coefficients.

2.1.5 In-loop filters

HEVC includes two processing stages in the in-loop filter [9]: a deblocking filter
and a sample adaptive offset (SAO) filter. The deblocking filter aims to reduce the
visibility of blocking artifacts and is applied to sample located at block boundaries.
The SAO filter arms to improve the accuracy of the reconstruction of the original
signal amplitudes and is applied adaptively to all samples, by conditionally adding
an offset value to each sample based on values in look-up tables defined by the

encoder.
e Deblocking filter

A deblocking filter process is performed for each CU in the same order as the de-
coding process. First vertical edges are filtered then horizontal edges are filtered.
Filtering is applied to 8x8 block boundaries which are determined to be filtered,
both luma and chroma components. The deblocking filter process has three stages:
boundary decision, filter on/off decision and strong/weak filter decision. TU bound-
aries and PU boundaries are involved om the deblocking filter. In boundary decision
stage, the boundary strength (Bs) is calculated to reflect how strong a filtering pro-
cess may be needed for the boundary. A value of 2 for Bs indicates strong filtering, 1
means weak filtering and 0 means no deblocking filtering. The filter on/off decision
is made using 4 lines grouped as a unit, to reduce computational complexity. If
filtering is turned on, a decision is made between strong and weak filtering. The

strong deblocking filter is applied to smooth flat areas.
e SAO filter

SAOQ is applied to the reconstructed signal after the deblocking filter by using
offsets specified for each CTB by the encoder. The SAO reduces sample distortion
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by first classifying the samples in the region into multiple categories with as selected
classifier and adding a specific offset to each sample depending on its category. The
classifier index and the offsets for each region are signaled in the bit-stream. SAO
operation includes edge offset (OE) which uses edge properties for pixel classifica-
tion in SAO type 1 to 4, and band offset (BO) which uses pixel intensity for pixel
classification in SAO type 5.

2.1.6 Entropy coding

A single entropy coding scheme is used in all configurations of HEVC: context
adaptive binary algorithmic coding (CABAC) [10]. Entropy coding is a lossless
compression scheme that uses the statistical properties to compress data, and it is
performed at the last stage of video encoding, after the video signal has been reduced
to a series of syntax elements. CABAC adopts efficient arithmetic coding technology,
considers the related statistical properties video stream, and improves the coding
efficiency significantly. Entropy coding processing has three stages: binarization,
context modeling and binary arithmetic coding. In general, a binarization scheme
defines a unique mapping of syntax element value to sequences of binary symbols,
which can be interpreted in terms of a binary code tree. By decomposing each non-
binary syntax element value into a sequence of bins, further processing of each bin
value in CABAC depends on the associated mode decision. The probability models
in CABAC are adaptive, which means that, for those high probability events on
the coding performance, a delicate context model is set up, on the contrary, for the
low probability events on coding performance, a simple context model is set up.
For the syntax elements of binary, every Bin is processed with arithmetic coding
according to the probability model parameters, and gets the final video stream.
Binary arithmetic coding contains two kinds of encoding: regular coding mode and
bypass coding mode. The regular mode uses the probability model of adaptive
coding, and the bypass coding mode uses the form of equal probability coding.
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2.2 Performances and problems

In the standardization of HEVC, the reference software, which is called HM
has been developed as a common software platform for further improvement and
study. The HM reference software is maintained at two sites: HHI and BBC. Dur-
ing the development of the HEVC specification, establishment of Common Test
Conditions (CTC) provided a well-defined platform on which experiment for coding
tool evaluations are performed. For all-intra configuration, each picture is encoded
as an | frame. Test sequences are defined accroding to the picture size and appli-
cations and they are classified into five classes (A to E). Class A to E are the set
of test sequences with a picture size of 2560x1600, 1920x1080, 832x480, 416x240,
and 1280x720 pixels, respectively. In HEVC, R-D (Rate-Distortion) curve is used
to evaluate the coding performance of a video codec, which is generated by plotting
the encoded results, in terms of bit rate versus the video quality. In general, a high
coding efficiency codec can achieve higher quality at lower bit rates. PSNR (Peak
Signal to Noise Ratio) is used to evaluate the picture quality, and it is calculated
for YCbCr component. In order to compare the coding efficiency, the average bit
rate difference is referred to as BD-Rate (Bjontegaard Delta rate) and the aver-
age PSNR difference is referred to as BD-PSNR. Compared with H.264/AVC, the
compression efficiency of H.265/HEVC is over H.264/AVC in both objective and
subjective tests. Moreover, the bit rate reduction, based on objective evaluation
of CTC test sequences, indicates all over performance improvement of about 50%
over H.264/AVC. HEVC yields a substantial improvement in compression capability
beyond that of H.264/AVC for video streaming applications, and the coding per-
formance gains of HEVC over H.264/AVC generally increase with increasing video
resolution up to at least 4K resolutions. For the next generation of video coding, the
features of parallel processing, high compression capability, and low computational

complexity are very important.
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Chapter 3 Extension model of HEVC

3.1 Scalable extension of HEVC

3.1.1 Research motivation and all-intra coding in SHVC

The scalable extension of the high efficiency video coding (HEVC), known as
SHVC, has been finalized by the joint collaborative team on video coding (JCT-
VC) of the ISO/IEC MPEG and the ITU-T VCEG [13][14][15]. Taking into account
the fact that the complexity of HEVC codec is higher than other existing standard

codecs, as its scalable extension, simpler algorithms are expected by SHVC.

The resolution diversity of current display devices motivates the requirement
for spatial scalability in SHVC. The spatial scalability is achieved by introducing
multiple display resolutions within a single bit-stream. The information of the input
sequences and the selected modes in the base layer (BL) can be used to estimate the
optimal mode in the enhancement layer (EL), which is called inter layer reference
prediction mode (ILRPM) [16]. However, ILRPM as well as intra coding in HEVC
have to perform multiple times rate-distortion optimization (RDO) process, by which
very high computational complexity is induced. Therefore, to construct a real-time

hardware implementation, low complexity algorithm is highly required.

Many excellent works concerning the complexity reduction of HEVC are pro-
posed from the viewpoint of candidate mode selection for intra prediction mode
(IPM) and early determination of CU depth. For the computational complexity
reduction of IPM, a previous work selects the candidate modes in the rough mode
decision (RMD) and RDO by generating gradient-mode histogram from input pix-
els [17]. Similarly, an intra prediction mode decision algorithm using matching edge
detector and kernel density estimation is proposed in previous work [18]. This ap-
proach reduced the computational complexity up to 25.21% with a bit-rate increase
of 1.31%. However, these proposal methods are not concerning CU depth decision to
archive real-time applications. As for early CU depth decision method, a fast cod-

ing unit depth decision algorithm has been proposed for the intra coding of HEVC



16 Chapter 3 Extension model of HEVC

based on the selected depth of the spatially adjacent CUs [19]. They achieved about
21% average reduction of computational complexity with 1.74% average increase in
the bit-rate. From the results of [19], it was clear that the neighboring information
of the encoded CUs could be used for the reduction of RDO process. Additionally,
the complexity reduction of the intra coding in HEVC has been achieved by per-
forming efficient filtering such as a pre-processing Sobel filter recently [20]. This
method shows that CU depth can be estimated by detecting the edge with Sobel
filter. However, in this work, a hardware implementation of the pre-processing So-
bel filter for HEVC is not mentioned. Considering hardware implementation cost
of pre-processing for HEVC, the hardware area might be increased when using the
method of [20] because the filtering process is performed for all of pixels. To resolve
the problem, an efficient hardware design of Sobel filter is proposed to reduce the
hardware resources consumption of the 2D-convolution filter [21]. The developed
hardware architecture achieved the reduction of the hardware resource consumption
up to 98% compared to the conventional convolution implementations. However,
the proposal architecture was implemented with the process of a frame-level. In
this work, the hardware architecture is considered as an over-specification for a
typical HEVC hardware encoder when embedding it to the HEVC encoder as a
pre-processing module. In a typical HEVC hardware implementation, each function
modules is highly pipelined by a coding tree unit (CTU) level because HEVC is
based on a CTU structure. Another previous work noticed the problem and pro-
posed an efficient pre-processing hardware architecture on CTU-level for real-time
HEVC encoder [22]. The synthesis results by ASIC technology show 235MHz max-
imum clock rate and 1659 logic gate counts. The proposed architecture includes a
large logic counts because the pre-processing architecture requires huge calculation
using all input pixels for the edge detection. Generally, a large logic counts increase
the logic critical path length. If the high working clock frequency is required for
HEVC hardware encoder, the proposed hardware architecture is difficult to achieve
a complete pipeline processing. Therefore, in this work, we consider that an effi-

cient CTU-level pre-processing specification with reduced input pixels will lead to
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significant reduction of the hardware resource consumption.

As regards the HEVC hardware encoder specification, many previous hard-
ware implementations achieved real-time encoding using efficient mode selection
and depth estimation algorithms by CTU-level design [23][24][25] An intra encoder
with source texture based CU mode pre-decision was proposed by [23]. The CU
candidates are selected a rate-distortion cost (RD_cost) estimation method from
the image texture. By the proposed approach, the data dependency of CTU-level
in HEVC hardware was reduced. This HEVC encoder for 1080p@44fps is imple-
mented with 2269k gate at 357TMHz working clock frequency. Similarly, another
work proposed a source signal based fast RMD algorithm to parallelize the hard-
ware implementation on CTU level [24]. The design is implemented with 1571.7k
gate and achieve the 1080p@60fps real-time processing at 294MHz working clock
frequency. In another work, a single HEVC 8K (8,192x4,320) encoder chip has
been implemented [25]. The CU depth with 8x8 and PU depth with 4x4 are elim-
inated for high-resolution applications. The fully parallelized VLSI architecture in
which the CU depth with 64x64, 32x32, and 16x16 are parallelized was adopted
to meet the 8192x4320@30fps real-time processing with 312MHz working clock fre-
quency. In these previous work, to achieve high throughput, pipelined architecture
and parallelized design are implemented. However, the hardware implementation of
[25] induced the coding performance loss of 15.7% because of not performing the
encoding of small CU and PU size. As a result of the discussion, not only low com-
plexity hardware but also an efficient hardware-oriented algorithm that can achieve
high-coding performance is highly required for the SHVC hardware encoder, espe-
cially for high-resolution application. Moreover, to achieve high throughput, the
pre-processing hardware specification has to support high working clock frequency.

After discussing the previous works for HEVC, several excellent hardware im-
plementations for SHVC are also noticed. Considering the software implementation
of SHVC, fast software improvements are developed for those applications without
considering a real-time encoding requirement. An adaptive search range method is
proposed for inter coding [26]. This work reduced the coding complexity of with
spatial scalability in SHVC by up to 30.27%. However, this work does not mention
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the intra coding. As for the complexity reduction of intra coding, a CU depth early
skip algorithm and a fast intra prediction mode decision algorithm for all intra spa-
tial scalability is proposed [27]. In a highly related work, a fast CU splitting and
pruning decision algorithm are proposed according to bayes-decision rule for SHVC
[28]. This work reduced average computational complexity up to 51% and bit-rate
increase of 0.79% with good coding performance. This work achieved best perfor-
mance and can be considered as the state-of-the-art methodology for the complexity
reduction of spatial scalability in SHVC because it can also keep high coding perfor-
mance. However, this approach decided the CTU partitioning structure by selecting
the patterned CU split from a probabilistic approach and the bayesian classifier us-
ing neighboring blocks of the current to-be-encoded CTU in the EL and CTU at
the co-located position in the BL. Therefore, the CTU partitioning structure has to
be prepared for every performing RDO process and stored in the memory in soft-
ware process. Considering the hardware architecture, this approach may increase
the hardware cost and the memory access frequency. Accordingly, to achieve low
cost and parallel-processing hardware architecture, a CU depth decision approach

that can be separated from the RDO process is considered efficient.
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In our previous work, two complexity reduction algorithms were implemented
to the software of SHVC (SHM11.0) [29]. Firstly, efficient CU depth determination
algorithm by using ILRPM was proposed. It is clear that the selection of ILRPM
or IPM has high relation with the size of CU. Secondly, fast IPM decision algo-
rithm by using the neighboring prediction mode and an early termination process
using the approximate value of the RD _cost algorithm were proposed. These fast
intra coding methods were designed to SHM11.0, and the simulation result showed
that the proposed algorithm achieved a low complexity calculation. However, from
the viewpoint of the real-time application, our previous work did not achieve the
recursive RDO process reduction for determining the best CU size. Considering
the hardware implementation, the recursive RDO process involve an increase of the
working clock frequency and hardware cost. Therefore, to achieve the recursive
RDO process reduction, a hardware oriented optimal CU size decision method that
separated from RDO process is required. Moreover, by implementing the optimal
CU size decision with a simple algorithm, the hardware architecture that makes it
possible to work on a low clock frequency and low cost is required. In the next
section, the intra encoding in the reference software of SHVC is reviewed and the

computational redundancy point will be analyzed.

3.1.2 Overview of SHVC

The SHVC architecture design enables SHVC implementations to be built using
multiple repurposed single-layer HEVC codec cores, with the addition of inter layer
reference prediction modules [14]. The general multi-layer high-level syntax design
common to all multi-layer HEVC extensions including SHVC is represented in [15].
The video sequences of different resolution which are generated by down-sampling
in DownConvert program are input to SHVC encoder. Our objective is to develop a
complexity reduction method specifically designed for spatial scalability. Therefore,

a novel CU depth decision algorithm with down-sampling process is proposed.
The HEVC standard inherits the well-known blockbased hybrid coding architec-
ture of H.264/AVC [13]. However, in contrast to 16x16 pixels macro blocks (MB)

used in H.264/AVC, it employs a flexible quad-tree coding block partitioning struc-
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ture that enables the usage of large and multiple sizes of coding unit (CU), prediction
unit (PU) and transform unit (TU). One of the frames is divided into a sequence of
CTUs and the maximum size allowed for the luma block in a CTU is specified to
be 64x64. Each 2Nx2N CUs which shares the same prediction mode can be divided
into four smaller NxN CUs recursively until the maximum CU depth is reached.
The sizes of CU range from 64x64 to 8x8. Each CU is partitioned into PUs, which
is the basic unit for prediction and shares the same prediction information. PU
should always be square partition with 2Nx2N or NxN (when CU is 8x8) in intra
prediction. Therefore, four levels of PU search are used to find the best PU size
in intra prediction, ranging from 64x64 to 4x4. The 5 sizes from 64x64 to 4x4 of
PU is defined as different depths respectively, ranging from 0 to 4. Furthermore,
the number of intra prediction modes (IPMs) for each PU is also increased to 35.
The number of IPM for each PU is also increased to 35 compared to 9 used in
H.264/AVC. The mode number of 0 is Planer and 1 is DC. The other mode number
is for directional modes. As a result, the encoding complexity of intra prediction in

HEVC is much more complicated than H.264/AVC.

SHVC has been modified in such a way that the collocated reconstructed pictures
from the reference layers can be used as inter layer reference prediction when coding
the current EL. The red dotted line as shown in figure 3.1 is used to generate the
inter layer reference prediction. The spatial scalability is a scalability function that
has been adopted in SHM11.0. The ILRPM enables the prediction between different
resolutions in order to achieve this function in SHVC. Moreover, improvement of the
coding efficiency is realized by using the texture information in BL. Accordingly, 1L-
RPM requires the encoded information of the BL, and need to calculate the RD_cost
by all CU depth. Therefore, the computational complexity for the RDO calculation
is increased compared with HEVC.

All-intra mode of the EL in SHM11.0 is performed as the following process.
Firstly, IPM of the same 35 modes as HEVC is performed for EL. Next, ILRPM
is performed using the upsampled texture information at the co-located position in

the BL. Finally, the optimal mode of the EL which is intra EL or ILRPM with
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minimum RD _cost is determined. Thus, because the ILRPM is also performed by
each CU depth, the computational complexity in EL is particularly large. In the
next section, for the complexity reduction of CU depth decision, we introduce a

parameter named boundary correlation.

3.1.3 Proposed algorithm
3.1.3.1 Fast CU depth decision by boundary correlation

As shown in the previous section, the recursive RDO calculation of SHVC en-
coder is required to determine the optimal CU depth. Therefore, to reduce the
process of determining the best CU depth, the proposed algorithm for fast CU
depth decision by using boundary correlation (FCDD) is represented.

To clarify the boundary correlation of the CTU area, our approach uses the
boundary pixels in a CU from 8x8 to 64x64 blocks which are shown in figure 3.2.
In the case an 8x8 CU is selected, a parameter [ is set to 0. The pixels which are
used to calculate the boundary correlation are shown in figure 3.2 (a). Similarly,
the boundary pixels from 16x16 to 64x64 block are represented by (b), (c), and (d).

The average value of boundary correlation (bc) in each CUs is calculated by

bey (k,m)

23+l

= Z P(x22+z_1+23+1(k_1), ’yj+23+l(m_1)) >> 341 (3.1)
j=0

beo(k,m)

23+—1

= Z P(x22+z+23+l(k_1), yj+23+z(m_1)) >> 341 (3.2)
=0

bes(k, m)
23+
= Z P(l‘j+23+l(k;_1), y22+l_1+23+l(m_1)) >> 3 + l (33)
7=0

bey(k,m)

23+ 1

= Z P(l‘j+23+l(k_1), y22+z+23+1(m_1)) >> 341 (34)

7=0
where P(x,y) denotes the pixel position in a CTU. k and m represent the number

of divided CUs. In this work, when calculating the boundary correlation for 8x8,

16x16, 32x32, and 64x64, the maximum number of k£ and m are equal to 8, 4, 2, and
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Figure 3.2 Overview for calculating the boundary correlation in the case of

k=landm=1

1, respectively. The horizontal and vertical difference value of bey (k, m), bea(k, m),

bes(k,m), and bey(k,m) are defined as

bey (k,m) = |bey(k,m) — bea(k, m)|

bey(k, m) = |bes(k, m) — bey(k, m)|

(3.5)
(3.6)

where bey (k, m) and bey(k, m) indicate the homogeneous relation for each CU us-
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ing the pixel values of vertical line and horizontal line in a CU boundary. These
values realize the optimal CU depth selection with few pixel information and simple
calculation.

The boundary strength correlation is represented by bey (k, m) and bey (k, m) of
the previous section. When bey (k, m) or bey(k, m) are small, the boundary corre-
lation is high. Because the reference pixels for IPM use the neighboring pixel, the
reference pixels for IPM can be easily predicted when bey (k, m) or bey(k,m) are
small. In other words, the optimal CU size can be encoded by large CU size. How-
ever, the threshold (TH) value using bey (k, m) and bey (k, m) depend on QP because
the optimal CU depth selection in SHVC is determined by RDO [31]. Therefore,
in our proposed FCDD algorithm, as summarized in Table 3.1, TH is adaptively
selected by different QP value.

Table 3.1 Boundary threshold values according to QP

Condition TH

QP < 27 10
27 < QP < 32 20
32 < QP < 37 30
37 < QP 50

In summary, the proposed FCDD algorithm with analyzing the block from 8x8
pixels to 64x64 pixels is represented in Algorithm 1. Firstly, the number of the
process in FCDD is calculated from X using [ (lines 1-2). The boundary correla-
tion of the current CU size are calculated from bey(k, m), bea(k, m), bes(k, m), and
bea(k,m) (line 5). bey (k,m) and beg (k, m) are calculated by in bey (k, m), bea(k,m),
bes(k,m), and bey(k, m), and BC'is defined as max value of bey (k, m) and beg (k, m)
(lines 6-8). In the next stage, BC' is compared with TH (line 9). If BC is larger
than TH, the CU size of 227x22*! is determined as the optimal CU size (line 10).
For example, when [ is equal to 0, all of the boundary correlation of 8x8 pixels in
a CTU is evaluated (lines 3-13). Similarly, the block from 16x16 pixels to 64x64

pixels are performed with the same process.
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Algorithm 1 : Fast CU depth decision algorithm
1: for [ =0to 3 do

2: X « 64/23+ > The number of boundary calculation
3: for m =1 to X do > Evaluate the boundary pixel of every CU size
4: for k=1to X do

5: Calculate bey(k,m), bea(k,m), bes(k, m) and bey(k,m).

6: bey (k,m) < |bey(k,m) — bea(k, m)|

7 bep (k,m) < |beg(k,m) — bey(k,m)|

8: BC' < max{bcy (k,m),bcy(k, m)}

9: if BC > TH then

10: OptCUsize < 22Hx22+ > Determine the optimal CU size
11: end if

12: end for > Evaluate the next horizontal line into CTU and goto 4
13: end for > Evaluate the next vertical line into CTU and goto 3
14: end for > Evaluate the next CTU goto 1

3.1.3.2 Analysis of spatial layer relationship

To realize real-time application in SHVC, significantly computational complex-
ity reduction is required by using the information in the BL. Therefore, it is an

important issue to efficiently use the available information in the BL.

ILRPM is a very efficient mode for all-intra spatial scalability. However, accord-
ing to the characteristics of a video sequence, there are still some CUs coded by
IPM in EL instead of ILRPM. Based on the reference software [15], we evaluate
the probability that the ILRPM is used as the best mode in order to confirm the
importance of ILRPM. Test sequences from Class 4K to Class E in Table 3.5 are
tested with the quantization parameters (QPs) set to 22, 27, 32, 37 when the spatial
scalable ratio is 2 for the spatial scalability. Table 3.2 shows the activity ratio of
the ILRPM with the average value in the set of each QPs. This probability (P) is
defined as
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Table 3.2 Activity ratio of the ILRPM (%)

P by CU depth
64x64 32x32 16x16  8x8

Test sequnces Resolution

Class 4K 3840x2160 90.21 89.00 85.15 78.27
Class A 2560x1600 91.11 90.37 83.35 80.94
Class B 1920x1080 90.16 89.72 86.00 70.83
Class C 832x480 96.63 93.30 88.92 79.81
Class D 416x240 96.85 91.01 8&87.78 &82.14
Class E 1280x720  93.31 87.87 84.15 75.37
Average 93.45 90.21 85.89 77.89
P- N]?:;;RLPLM X 100 (%) (3.7)

The number of the CU that selected ILRPM in one sequence is defined as Num rrpu-

All the number of CU in the sequence is defined as Numy .

From Table 3.2, it is clear that for large CUs ILRPM is selected with very high
probability. On the other hand, in the CUs encoded by 8x8, only 77% of CUs are
coded by ILRPM. In other words, about 23% are encoded by IPM. It is clear that
the selection of ILRPM or IPM has high relation with the size of CU. As well known,
when a CU tends to be smooth with less high frequency components, generally a
larger CU will be selected. In this case, ILRPM works well and over 90% of large
CU such as 64x64 and 32x32 are encoded by ILRPM. Therefore, for large CUs,
IPM can be reduced from the candidate modes. On the other hand, if a small CU
is selected it has more high frequency components. Therefore, if a smaller CU is
selected, more high frequency loss occurred during the down-sampling process and
more noise included during the up-sampling process. It is the reason that ILRPM
which including a up-sampling process is decreasingly selected when the size of CU
decreased. It is also the reason that IPM makes an important role for small CUs.

Accordingly, not only ILRPM but also IPM are necessary for the encoding process
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of EL when small CU such as 16x16 and 8x8 are selected.

The evaluation results lead to the conclusion that the checking order of ILRPM
should be with high priority. In this work, ILRPM is firstly checked and large CUs
with 64x64 and 32x32 are not used as the candidates for IPM. Thereby, the proposed
method can reduce not only the computational complexity of RDO process in EL

but also the number of processing cycles for hardware implementation.

3.1.3.3 Evaluation of IPM and RD _cost

In section 3.1.3.1, the CU depth is determined by boundary correlation before
encoding in our scheme. However, the computational complexity for SHVC include
not only the CU depth decision but also the candidate mode decision in recursive
RDO process. Therefore, it is difficult to realize the real-time application by using
only fast CU depth decision approach. In this section, to reduce the calculation of
the candidate mode decision in recursive RDO process, the candidate mode and the

RD _cost are evaluated for fast coding.

From the verification in the previous section, more IPM is used with small PU size
of 16x16, 8x8, and 4x4 because the directional mode can generate accurate prediction
candidate to high resolution sequences. However, as shown in section 3.1.2, the
optimal mode decision process using the candidate modes in RMD and RDO induce
high computational complexity. Therefore, the reduction of the candidate modes in

RMD and RDO can help to reduce the computational complexity of TPM.

Figure 3.3 shows an illustration of the mode number in the neighboring IPM
(IPMnNeighbor) and the co-located position in the BL (IPMpg). In the related work
[30], most probable modes (MPMs) show the high accuracy as the prediction candi-
date. From the related work, IPM neignpor are considered as an efficient for the reduc-
tion of the prediction mode. Moreover, considering the spatial relationship, IPMp,,
is also effective as a candidate mode. To prove the effectiveness of IPM ycignpor and
IPMpp, we evaluate the possibility which IPMneighsor and IPM gy, are the same mode
with mode number of best mode in the current PU (IPMpg.y ), which is illustrated
in Table 3.3. Table 3.3 shows that IPMy¢ignser and IPMpy, of candidate modes can
cover about 90% of IPM . on average. Therefore, in our proposed algorithm, RMD
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Figure 3.3 Mapping IPM and RD _cost

and RDO process are reduced by using IPMye¢ighsor and IPMpy.

Table 3.3 Probability of the same mode as the IPMpes; (%)

PU size Class 4K Class A Class B Class C Class D Class E

16x16 93.64 90.21 89.25 95.42 93.65 96.10
8x8 91.45 92.01 90.05 95.11 94.42 95.00
4x4 92.12 93.33 92.98 91.29 91.88 95.61

The RD_cost calculation also include the recursive process. From our previous
work [29], we found that the RD_cost of IPM in EL has no much difference with
the RD_cost at the co-located position in the BL. However, in [29], when IPM in
PU size with 16x16, 8x8, and 4x4 are encoded, the four neighboring blocks of the
current to-be-encoded CTU in the EL (RD_costyeighbor) and CTU at the co-located

position in the BL (RD_costg;) are not analyzed. For this reason, we evaluate the
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ratio (Cost_Ratio) of RD_cost in the best mode (RD_costg.s) and the candidate of
most minimum RD_cost (RD_costy;,,) by a histogram. Cost_Ratio and RD_cost

are defined as

. RD_costpes
Cost_Ratio = RD costum, (3.8)

RD _costp, = min{RD_costyeighbor, RD-costpr } (3.9)

Since the RD _cost is sensitive to QP, Cost_Ratio is evaluated with various QP
values [29]. Figure 3.4 shows the histogram of different QP in the sequence of
Class 4K and Class A. From the evaluation result in figure 3.4, we found that
Cost_Ratio follows a normal distribution. Therefore, by using the normal distri-
bution, adaptively early termination condition of RDO process is possible to be

proposed according to QP.

3.1.3.4 Fast mode decision for IPM

As discussed in section 3.1.3.3, when IPM in PU size with 16x16, 8x8, and 4x4
is encoded, it is clear that IPMpecighvor and IPMp; are selected with very high
probability for the best prediction mode. Generally, when IPM in PU size with
16x16, 8x8, and 4x4 is encoded, the directional mode is probably used as best
prediction mode. However, the SHVC encoder has to select one best mode from a
large number of candidate modes including 33 directional modes. Accordingly, we
consider that the directional modes induce the redundant calculation.

To reduce the redundant calculation, high spatial correlation can be utilized
for the directional mode reduction. Because our verification results show that the
neighboring block and the block at the co-located position in the BL have high spatial
correlation, our proposed FMD algorithm use 4 IPMpyeighpor in the EL, IPMpy,
DC mode, and Planer mode as the candidate modes. In worst case, IPM of RMD
process in EL is performed by using 7 modes. Our proposed FMD algorithm also
reduces the candidate modes in RDO process. When our proposed FMD algorithm
is applied to IPM, the method of generating prediction pixels is largely different.
If the encoding block has more high frequency components, the possibility that a

similar mode will be included in the candidate lists is low. Therefore, a comparison
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Figure 3.4 Histogram and normal distribution of Cost_Ratio in QP = 20 and

QP = 30

of 2 most possible modes is required. Our proposed FMD algorithm select the first

2 most possible modes from the candidate lists. The detail of the reduction mode

number is represented by Table 3.4.

3.1.3.5 Early termination process using the RD _cost

In the previous section, an efficient algorithm which reduces the number of pre-

diction mode on the RMD and RDO process is proposed. However, RDO process

has high complexity compared with RMD process. Therefore, the reduction of the

calculation in RDO process is highly required.

By analyzing the histogram in figure 3.4, it can be noticed that the distribution



30 Chapter 3 Extension model of HEVC

Table 3.4 Number of candidate mode for RMD and RDO process in worst case

Number of IPM Number of IPM
PU size in proposed algorithm in SHM11.0

RMD RDO RMD RDO
16x16 7 2 35 3
8x8 7 2 35 8
4x4 7 2 35 8

of Cost_Ratio follows a normal distribution. In figure 3.4, the normal distribution

can be approximated by

B 1 ox (- 1)

where z represent C'ost_Ratio and o is given by

0.10 (QP = 20)
0.16 (QP = 30)

o~

Furthermore, it is confirmed by a previous work that when the range of C'ost_Ratio
makes the coverage rate bigger than 85%, the coding performance will not change

much [29]. It can also be described as

1+s
(x)dz = 0.85 (3.11)

1-s

where s represents the distance from the center. In figure 3.4, the value of s can be

approximated as

s=02 (QP=20)
s=0.3 (QP =30)

(3.12)

Moreover, from simulation results under different QPs, we note that the relationship
between Cost_Ratio and QP value can be represented by a linear approximate.

Now, Cost_Ratio is represented from RD_Costp.s and RD_Costy,. However,



3.1 Scalable extension of HEVC 31

RD _Costg.q value is not available while encoding the current CU. Accordingly, our
approach use RD_cost of current CU (RD_Costcandidate) for the early termination
process (ETP) in which an adaptively early termination condition is applied for
RDO process. The adaptively early termination condition is represented as

RD_Cost Candidate

| RD,COStMin

—~ 1.0/ < 0.01xQP (3.13)

For showing the detail of ETP, the proposed FMD with ETP algorithm is summa-
rized as Algorithm 2.

Algorithm 2 : FMD with ETP algorithm
1: PU _size <— 16x16 or 8x8 or 4x4

2: for each PU_size in CTU do
3: IPMps < IPMpeighvor, IPMpr, DC, Planer > Input the prediction mode

number
4: for All IPMj,;, do > RMD process
5: Calculate RMD _Cost value with mode number of ITPMj;g
6: if CurrRMD _Cost > RMD_Cost then
7: RDOp;q < IPMp;g
8: end if
9: end for
10: for RDOy,;s < 2 do > RDO process
11: RD_Costsiy < min{RD_cost yeighbor, RD_costpy, }
12: Calculate RD_Costcandidate value with RDOp ;g
13: if Condition (3.13) is satisfied then
14: Terminate process early, and next CU
15: end if

16: end for

17: end for

3.1.3.6  Overall process
The flowchart of the overall proposed algorithm is shown in figure 3.5. First,

the boundary correlation in each layer (BL and EL) are analyzed by our proposed
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Figure 3.5 Flowchart of the overall proposed algorithm.

FCDD algorithm. Then, the down-sampling in SHM 11.0 is performed to generate

the original video sequences of BL. Our proposed FCDD algorithm generates the

mapping information of the optimal CU depth, and their information are input to the

encoder of BL and EL. When the current CU is the block size of 64x64, 32x32, 16x16,

and 8x8, ILRPM is performed because it is confirmed by the previous work that

ILRPM is selected with high probability. On the other hand, IPM is performed with
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(a)Input sequence (b)Sobel filter edge (¢)Our proposed

Figure 3.6 Comparison of the edge detection with sobel filter and our proposed.

our proposed fast mode decision (FMD) algorithm and early termination process
(ETP) when using the block size of 16x16 and 8x8. Our proposed FMD algorithm
use 4 prediction modes of CU yeignbor (Which are located at left, left upper, upper,
and right upper) in the EL, a prediction mode of CUgy, DC mode, and Planer mode
as the candidate modes. In worst case, IPM of RMD process in EL is performed
by using 7 modes. Moreover, in RDO process, the proposed ETP predict RD_Cost
of best mode by using RD_Cost in CUneignpor and CUpr. The proposed ETP judge
whether it is the early termination condition or not [29]. As the result, the best CU

partitioning and prediction mode are fast determined.

3.1.4 Simulation results

In this section, to verify the coding performance of our proposed algorithm, two
evaluation are represented. Firstly, the prediction accuracy of FCDD algorithm for
CU depth decision and the coding performance are evaluated. Secondly, the coding

performance of all proposed algorithms is evaluated with SHVC.

3.1.4.1 Evaluation of FCDD algorithm in HEVC

To evaluate the edge detection algorithm, the difference of the edge detection in
the sequence of "Kimono” is shown in figure 3.6. As shown in figure 3.6, we consider
that our proposed method can detect the important edge part for encoding. To clear
that this method is good for encoding, we evaluate the prediction performance by
different THs using different QPs with the sequence of Class 4K and Class A. The
following test dataset which cover not only Class A, B, C, D, and E but also some 4K

sequences are used for subsequent verification and simulation. Table 3.5 summarizes
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the specifications of this test dataset [32][33][34].

Table 3.5 Configuration of encoded test sequences

Class ‘ Sequences ‘ Frame Length
Class 4K Beauty
(EL:3840 x 2160) | Bosphorus
(BL:1920 x 1080) | HoneyBee
Jockey 50
ReadySetGo
ShakeNDry
YachtRide
Class A PeopleOnStreet
(EL:2560 x 1600) | Traffic 100
(BL:1280 x 800)
Class B BasketballDrive
(EL:1920 x 1080) | BQTerrace
(BL:960 x 540) Cactus 100
Kimono
ParkScene
Class C BasketballDrill
(EL:832 x 480) BasketballDrill Text 150
(BL:416 x 240) PartyScene
RaceHorses
Class D BasketballPass
(EL:416 x 240) BQSquare 150
(BL:208 x 120) BlowingBubbles
Class E FourPeople
(EL:1280 x 720) | Johnny
(BL:640 x 360) KristenAndSara
SlideEditing 150
SlideShow
Vidyol

Table 3.6 shows the CU depth prediction accuracy (Acc) for every QP when the
optimal CU depth is determined by using different TH values. Acc was computed

using the following equation

Ace(%)
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Table 3.6 Acc according to QP (%).

QP =22 QP=27 QP =32 QP =237

TH = 10 83.3 83.0 55.7 45.2
TH = 20 63.2 86.1 81.2 68.5
TH = 30 55.4 68.2 82.1 79.8
TH = 50 45.3 67.5 73.2 88.6

F g Zi:l SCU;,j,5)xCorrectCU; ; 1)
—SCU; ;
= > > 2eizs SCUGis1) x 100 (3.14)
11 J X F

where CUy; ; 5y indicates the ith CU of the jth CTU of the fth frame of the test
video [28]. SCUy, ; s represents the area (number of pixels in width x number of
pixels in height) of the CU; ; y). CorrectCU; ;s is equal to one if the CU depth of
CUi,,p is predicted correctly (CorrectCUy; j 5)). J and F are the total number of
CTUs in each frame and the total number of frames of the test video, respectively.

As shown in Table 3.6, Acc is very different when QP changes. Generally, the
value of the optimal TH increased when QP is increasing. It’s also clear that the
proposed algorithm can archive high prediction accuracy even a fixed TH value is
used for the different size of CUs. This result means that TH value is very sensitive
to QP, but not sensitive to CU size.

To evaluate the coding performance of our FCDD algorithm, the proposed al-
gorithm is implemented to HEVC software (HM16.7) [35] and compared to other
previous works in the sequence of Class A and Class B. The difference value of execu-
tion time between the unmodified HM16.7 and the proposed algorithm is represented
as time saving (TS). TS is defined as

T - T ropose
TS = “HMIST 2 Proposed o 100 (%) (3.15)
Turner

where Tya6.7 is the encoding time of the unmodified HM16.7 and T'proposeqd is that
of the proposed algorithm. The performance of our proposed complexity reduction
is compared with that of the unmodified HM16.7, and impact on the bit-rate (bjon-
tegaard delta rate (BD-BR)). Table 3.7 shows that FCDD algorithm reduces T'S by
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an average of 39.8% at the cost of 0.9% BD-BR increase. BD-BR shows a good
performance compared to other works. Considering hardware implementation, the
FCDD algorithm can achieve low hardware resource consumption than the previous
work because FCDD algorithm use only the pixels on the edge of CUs instead of all
the pixels in a CTU [20].

Table 3.7 Comparison of previous works and the proposed FCDD algorithm

in HEVC
Chen’s algorithm [18] | Na’s algorithm [20] Proposed
Class TS(%) | BD-BR(%) | TS(%) | BD-BR(%) | TS(%) | BD-BR(%)
Class A 24.0 0.9 59.9 2.2 38.8 1.0
Class B 22.7 1.0 67.5 1.6 40.9 0.8
Average 23.4 1.0 63.7 1.9 39.8 0.9

3.1.4.2 Coding performance in SHVC

For the evaluations of all proposed algorithm with reference software SHM11.0,
a two-layer spatial scalability structure are used with all-intra mode configuration
[36]. As suggested in common SHM test conditions, we test our proposed algorithm
for spatial ratio 2. For spatial scalability, the BL is generated by down-sampling
the original video streams using the DownConvert program in SHM 11.0. The
performance of our proposed complexity reduction is compared with that of the
unmodified SHM11.0 encoder in terms of execution time, and impact on bit-rate and
peak signal to noise ratio (PSNR). The difference value of execution time between

the unmodified SHM11.0 and the proposed algorithm is represented as time saving
(TS). TS is defined as

T - T ropose
TS = “SHMULO = Proposed 100 (%) (3.16)

Tsmaio
where Tspaii0 is the encoding time of the unmodified SHM11.0 and T'proposed s

that of the proposed algorithm.

The results of our experiment are summarized in Table 3.8, 3.9, Table 3.10. In
Table 3.8, 3.9, the time reduction percentage compared to the unmodified SHVC
encoder is shown, the impact on BD-BR, and the video quality in terms of PSNR
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(BD-PSNR) [37].

For the spatial scalability, we have examined two scenarios for 1) FCDD and 2)
FMD with ETP. Table 3.8 shows the BD-BR and BD-PSNR results for the spatial
scalability for the all-intra mode configuration. The QPs of the BL and EL were
set to (QPBL, QPEL) = {(22,22), (27,27), (32,32), (37,37)} [37]. For the spatial
scalability of scalable ratio 2, we observe that if the FCDD is used, the average
BD-BR value is about 0.50%. The average TS for FCDD is 39.60%.

Our proposed FMD with ETP algorithm reduces TS by an average of 45.18%
at the cost of 0.68% bit-rate increase compared to the unmodified SHVC encoder.
Compared with SHM11.0 using FCDD, the average TS for FMD with ETP partic-
ularly represent the high complexity reduction in Class 4K because much small PU
size such as 16x16, 8x8, and 4x4 block are included to Class 4K. Small PU size needs
to select the best prediction mode from a large number of candidate modes including
35 intra prediction. The mode selection process induce the redundant calculation
compare with the recursive RDO process for determining the best CU size. There-
fore, our proposed FMD with ETP algorithm can be effective for high-resolution
such as Class 4K. Moreover, our proposed algorithm which combined FCDD and
FMD with ETP is examined. The FCDD and FMD with ETP combination reduce
the total T'S by 61.88% at the cost of 0.90% bit-rate increase, on average. BD-PSNR,
decrease also becomes tiny at -0.021dB. Our proposed algorithm shows very high

performance.

In Table 3.9, the performance of our proposed algorithm is compared with the
proposed algorithm in [28]. The previous work is the best performance and the
state-of-the-art methodology of spatial scalability in SHVC. The test condition of
the proposed algorithm is the same as the compared algorithm. The results given in
Table 3.9 indicate that the proposed algorithm reduces TS 11.84% better than in [28]
whereas it achieves better BD-BR as well. Hamid’s algorithm [28] realize a good TS
by bayes-decision rule. However, this approach requires high complexity calculation
for RDO process. We consider that the hardware architecture including bayes-

decision rule involve the increase of hardware are. In contrast, compared with [28]
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using bayes-decision rule, our proposed algorithm achieves the low computational
complexity by simple approach. Therefore, our FCDD hardware can be implemented
by very low cost.

Table 3.10 shows the simulation result of our proposed algorithm with common
SHM test conditions. The QPs of the BL and EL were set to (QPBL, QPEL) =
{(22,22), (26,26), (30,30), (34,34)} [33]. The verification method of [33] is newest
for evaluation of SHVC. It is worth noting that the SHVC encoder selects the best
chroma prediction mode among five modes including Planar, DC, Horizontal, Ver-
tical and a direct copy of the IPM from the luma component. As a result, luma
prediction performance affects U and V prediction performance as well. The re-
sults given in Table 3.10 indicate BD-rate comparison for coding of three color
components by our proposed algorithm and the unmodified SHM11.0. From this
Table 3.10, even if the high-resolution such as Class A and B is encoded in our
proposed algorithm, the decreases of Y, U, and V do not induce at cost of 1.0%
BD-rate with piecewise cubic. According to the above results, we confirm that the

computational complexity reduction is achieved with almost no video quality loss.
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Table 3.10 Result of proposed algorithm (FCDD and FMD with ETP) com-
pared to SHM11.0

Scalable BD-rate (piecewise cubic)
Class Sequences TS(%)
layer Y(%) | U%) V(%)
Class A EL 64.56 0.7 0.5 0.7
PeopleOnStreet
Total 62.96 0.9 0.8 0.9
EL 65.17 1.2 1.4 1.1
Traffic
Total 63.01 1.1 1.2 1.0
Class B EL 63.23 1.9 1.7 1.8
BasketballDrive
Total 61.00 2.4 2.0 2.8
EL 62.41 1.3 1.2 1.5
BQTerrace
Total 59.61 1.3 1.2 1.4
EL 64.20 1.3 1.4 1.7
Cactus
Total 60.36 1.3 1.4 1.7
EL 67.25 0.4 0.7 0.7
Kimono
Total 63.36 0.6 0.8 0.8
EL 67.37 0.4 0.7 0.7
ParkScene
Total 64.66 0.3 0.6 0.6
EL 64.88 0.9 0.9 1.0
Average
Total 62.13 0.9 1.0 1.1

3.1.5 Hardware implementation

In this section, the proposed hardware implementation is represented. Firstly,
over-all pipelined implementation of HEVC and the proposed algorithm are dis-
cussed. Additionally, the proposed algorithm shows improvements of hardware per-
formance. Secondly, in the proposed FCDD hardware, the proposed an efficient
address generator and a boundary calculation module are represented. Finally, syn-

thesis results are shown and compared with another previous work.

3.1.5.1 Hardware implementation scheme

In previous works, several CTU-level paralleled hardware architectures for HEVC
is achieved [23][24][25]. From these implementation results, it is considered reason-
able that the overall pipelined implementation of HEVC is performed with about
300MHz working clock frequency. Based on these previous works, a top-level block
diagram of HEVC is shown in figure 3.7 and a typical pipeline processing in HEVC
is shown in figure 3.8. All-intra HEVC modules consist of intra prediction (IP),
DCT, quantizer (Q), RDO, dequantizer (DQ), inverse DCT (IDCT), deblocking
filter (DF), and adaptive loop filter (ALF).

To achieve the real-time processing in the typical case of 300MHz working clock
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frequency, the required number of cycles is given by

SHVC encoder
Intra prediction
« »| | CU size decision
RMD
2
9]
g
B DCT
g
Q .
g Quantizer
= » RDO
Dequantizer A4
Entropy
. Coding
Inverse DCT
v h 4
. .| Deblocking Filter/ Bit-
) "| Adaptive Loop Filter stream

Figure 3.7 Top-level block diagram of HEVC.

1
Cycles, = 50 300 x 10°

= 5 x 10%(Cycles/ frame) (3.17)

Clycle s,

Cyclecry = Ni?jmchU
= 2469(Cycles/CTU) (3.18)

where Cycley, represents the number of the total cycles in a frame and Cyclecry
represents the number of the total cycles in a CTU. The Numgry represents the
number of the total CTUs and it is (3,840x2, 160)/(64x64). All of module need to
limit the number of cycles to 2469 or less. Generally, the most complexity intensive
processing is intra prediction (IP) in HEVC. Therefore, we focus on the discussion

of the hardware implementation of RMD and RDO in our proposed algorithm. The
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2469 cycles 2469 cycles ;2469 cycles

IP DF/
CTUO (RMD) DCT >< Q >< RDO DQ>< IDCT >< ALF > .
CTU1 (RllleD) DCT >< Q >< RDO ><DQ>< IDCT> Ce
CTU2 (RII\APD) > DCT >< Q >< RDO ><DQ> SR

Time

Figure 3.8 CTU-level pipeline scheduling for all-intra HEVC.

benefits of the proposed algorithm for hardware implementation can be concluded
as high parallel-processing, small area design, and low working clock frequency.

As a pre-processing algorithm, the proposed FCDD can completely be pipeline
processed with the traditional encoding process. Furthermore, a CTU-level pipeline
architecture can be applied to RMD and RDO mode decision as shown in figure 3.9.
Accordingly, the RMD and RDO stage can be operated in parallel. With a highly
paralleled architecture, an exhausted RDO processing load is separated to FCDD
and RMD. As the results, many clock cycles can be reduced for the intra coding in

SHVC.

1792cycle |, 1792cycle 1792cycle

¢ g »>ig
h > L

FCDD '< CTUO X CTU1 X CTU2 } Ce
RMD < cTuo X cTUL X cTU2 > o
RDO ( CTUO X CTUL X CTU2 > ce

Figure 3.9 CTU-level pipeline scheduling for FCDD, RMD and RDO.

Regarding the area cost of the proposed FCDD, some additional hardware cost is
necessary for the calculation of boundary correlation. However, since the boundary
calculation of the vertical line and the horizontal line is very simple, only very small
area hardware overhead is required. Moreover, comparing with another previous
work which also introduced a pre-processing Sobel filter to detect the edge, the

proposed algorithm use only the pixels on the edge of CUs instead of all the pixels
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in a CTU [20]. Therefore, it is clear that the proposed algorithm can easily realize
hardware area efficiency than the previous work.

Regarding the hardware architecture of intra prediction, when implementing
FCDD and FMD with ETP, the RMD and RDO process in a worst case is obtained

as 1,792 cycles, which is calculated by

Cyclecry = — X — X7

= 1,792(Cycles/CTU) (3.19)

in which it assumes that 1 mode can be performed in 1 cycle. The worst case is
considered as when the number of IPM is 7 and all CUs are encoded by 4x4. The
calculation result shows that no more than 1,792 cycles are permitted to encode
a CTU. On the basis of this calculation, the minimum operation clock frequency

(Finin) of RMD mode decision for real-time processing is given by

Foin = Cyclecry X Numery X fr

= 219.34(MH>z) (3.20)

where Numcry represents the number of the total CTUs and fr is the encod-
ing frame rate in one frame, respectively. In the implementation of our algorithm,
Cyclecry is 1,792, For a 4k@Q60fps real-time processing hardware, the Numery is
(3,840x2,160)/(64x64) and the typical value of fr is 60. Substituting the corre-
sponding values, as shown by equation (3.20), only 220 MHz is required to achieve
real-time processing.
3.1.5.2 Overview of FCDD hardware architecture

The previous section shows that the number of required cycles to achieve a CTU-
level pipeline architecture is less than 1,792. In other words, the proposed FCDD
processing needs to be completed within 1792 cycles. Now, the number of cycles for

vertical line in the proposed FCDD algorithm is estimated by

Cyclepc, = Cyclepc,
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where the calculation using neighboring two pixels of the boundary can be performed

in 1 cycle, and the multiplication is represented by the number of the boundary cal-

culation from 8x8 to 64x64 in a CTU. The number of cycles of horizontal line in the

FCDD algorithm can be also obtained as well as that of the vertical line (Cyclegc,, ).

Considering a CTU-level pipeline architecture, if the boundary calculation of the

vertical line and the horizontal line are performed with the serial-processing, the

boundary calculation requires 1,920 cycles. Accordingly, the boundary calculation

with the serial-processing finds it hard to achieve real-time processing of 4k@60fps

hardware from the previous section. This problem can be solved by designing the

parallel-processing of the vertical line and the horizontal line. However, there is

the possibility that the parallel-processing involves the increase of hardware cost.

Therefore, an efficient FCDD hardware architecture is proposed.
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Figure 3.10 Overview of the FCDD hardware architecture processing.
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Overview of the FCDD hardware architecture is shown in figure 3.10. In our
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Figure 3.11 Processing order of vertical line (a) and horizontal line (b).

scheme, the pixel data is stored from the frame memory to the CTU memory. The
number of cycles to input from the frame memory to the CTU memory and SHVC
encoder is sufficiently ensured by using the parallel boundary calculation. Moreover,
to read the pixel data which is used for the boundary calculation from the CTU mem-
ory, an address generator is designed. If the parallel-processing of the vertical line
and the horizontal line is used for boundary calculation, the input data for several
kinds of CU size need to be carefully arranged. The FCDD hardware architecture
which is composed with the boundary calculation and the address generator can
provide the complete pipeline processing with the intra coding in SHVC. The detail
of the address generator and the parallel boundary calculation are introduced in the

next section.

3.1.5.3 Efficient address generator

In our proposed hardware architecture, the address generator which can generate
one word (2 bytes) for 1 address is designed. By using the generated address,
the neighboring two pixel data are input from the CTU memory to the boundary
calculation module. Accordingly, the proposed FCDD hardware architecture can

access the neighboring two boundary pixels from 1 address as shown in figure 3.11.

To achieve efficient memory access, the transposition conversion is required for

the CTU memory of the vertical line. By applying the transposition conversion
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Figure 3.12 The proposed hardware architecture for the boundary calculation

module in the case of block size with 8x8&.

to the CTU memory, the required pixels for boundary calculation can be input by
simple addressing. However, the transposition conversion consumes a large num-
ber of cycles, making the parallel-processing between the horizontal line and the
vertical line difficult. Additionally, the hardware cost is increased by the imple-
mentation of the transposition conversion. Therefore, we consider that the hard-
ware implementation of transposition conversion is redundant for FCDD hardware.
For these reasons, our proposed address generator achieve the parallel-processing
without transposition. As shown in figure 3.11, the boundary calculation use the
neighboring two boundary pixels. The method of using the neighboring two bound-
ary pixels in the CTU memory allow a simple addressing. The simple addressing
provides the complexity reduction of the address generator. Based on the above,
from the view point of the parallel-processing and hardware cost, the most efficient
address generator is designed. Moreover, the most suitable boundary calculation

module for the proposed address generator is represented by next section.

3.1.5.4 The feature of the boundary calculation module

The processing order in the boundary calculation module is shown by figure 3.11.

The processing order of the vertical line (a) is performed from upside to downside
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using neighboring two pixels of the boundary. On the other hand, the processing
order of the horizontal line (b) is performed from left side to right side using neigh-
boring two pixels, and this processing includes return. As shown in figure 3.11,
V_DATA1, V.DATA2, H DATA1, and H DATA2 are simultaneously input for the
boundary calculation module in every 1 cycle.

The detail of the proposed hardware architecture for the boundary calculation
is shown in figure 3.12. The hardware architecture is composed with three stage.
The proposed boundary calculation module is implemented with highly parallel-
processing and few number of cycles. In the first stage, the additional and subtrac-
tion process are performed with each line. Additionally, the adder logic elements are
used for boundary calculation of each line. By using state machines, the boundary
calculation in the block size from 8x8 to 64x64 is controlled. The signal from state
machines (State_sig) controls the selector logic. In the case of 8x8 block, V_DATA
and H_.DATA consume 8 cycles and 5 cycles, respectively. In the second stage,
V_DATA consumes 1 cycle to synchronize with H.DATA. On the other hand, be-
cause the boundary calculation of H.DATA includes return processing, the upper
line (HU_DATA) and the lower line (HL_DATA) have to be controlled. Accordingly,
HU_DATA and HL_DATA are switched by demultiplexes. Moreover, the wait logic
elements store the value until setting HU_DATA and HL_DATA. The wait logic el-
ements consume 4 cycles. In the third stage, the average value is calculated with
each V_DATA and H_DATA, and a comparator compares V_DATA and H_ DATA.
The comparator output indicates the maximum value of boundary calculation. The
maximum value is compared with TH value, as shown in Table 3.1. Then, the in-
formation of the optimal CU size in a CTU is stored to register. The comparison
processing consumes 1 cycle.

Figure 3.12 represents the number of cycles in the boundary calculation in the
case of 8x8 block. If the boundary calculation is performed with the other block size,
the number of cycles in adder logic element and wait logic is controlled by State_sig.
Table 3.11 shows the number of required cycles in each stage when performing the
other block size. Then, N represents the block size in which the boundary calculation

is performed. As shown in Table 3.11, even though the boundary calculation is



3.1 Scalable extension of HEVC 49

performed with each block size, the boundary calculation module achieve highly

parallel-processing.

Table 3.11 The number of required cycles in each stage

1st stage 2nd stage 3rd stage

Vertical line N 1 1
Horizontal line N/2 4 1 N/2 1

Regarding the hardware cost, the boundary calculation module uses two pixels as
input signals in our proposed hardware architecture. If the input signal is added to
reduce the number of cycles in the boundary calculation module, the hardware cost
is increased because additional logic cells are required by addition and subtraction.
In this case, there are logic cells which are not used for the boundary calculation
depending on the CU size. For example, when the boundary calculation module
uses sixteen pixels as input signals, redundant logic cells arise with the boundary
calculation of 8x8. Therefore, by using two pixels as input signals, the boundary
calculation module achieve low implementation cost. Moreover, considering the
compatibility between the address generator and the boundary calculation module,
the number of cycles is not consumed wastefully. In other words, FCDD hardware

architecture achieves the efficient memory access.

3.1.5.5 Implementation result

The proposed FCDD hardware is described by using Verilog HDL and synthe-
sized on the FPGA platform, and synthesis results are given in Table 3.12. From
synthesis result in Table 3.12, the hardware achieves scalable working clock frequency
with less than 6% of the total resources consumed.

As one of the purposes of this work, the proposed FCDD hardware architecture
is mainly used to determine the optimal CU depth decision before encoding. In
previous work, the hardware cost of HEVC encoder shows 1571.7K gate [24]. Com-
paring the HEVC hardware encoder, the proposed FCDD hardware is implemented
with very low cost. Therefore, the proposed FCDD hardware architecture indicate

the beneficial pre-processing for HEVC encoder. Moreover, we confirmed that the
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proposed FCDD hardware can be adapted to various working clock frequency from
Table 3.12. By achieving high parallel-processing, the proposed FCDD hardware can
be performed with 120MHz working clock frequency. For example, when achieving
HEVC encoder design that aims to low power consumption, a CTU need to be
encoded by the low working clock frequency. In this case, because the recursive
RDO process in HEVC encoder can be reduced by adding our proposed hardware
to HEVC encoder, the proposed FCDD hardware is very useful for HEVC encoder
design with low working clock frequency. Additionally, when high-resolution video
(8k@60fps) is encoded, the high working clock frequency is required for HEVC hard-
ware encoder. The proposed FCDD hardware can be also performed with the high
working clock frequency at 416MHz. Therefore, the proposed FCDD hardware can
be flexibly applied to various HEVC hardware encoder.

The proposed FCDD hardware is also compared with another previous work
[22], as shown in Table 3.12. As for the total logic utilization, in the previous
work, the total logic utilization represents the number of logic which is used to only
the edge detection. Therefore, considering the core hardware architecture which is
only the edge detection, the number of logic for the proposed FCDD hardware is
implemented by a few logics at 279 gates. Regard to the comparison of the critical
path, max frequency of the proposed hardware achieve high working clock frequency
compared to previous work because logic counts are small. In contrast, a large logic
counts of previous work have a long critical path because the hardware architecture
requires the computational complexity using all input pixels for the edge detection.
The number of input pixels in the proposed FCDD architecture is 1920 in the case
of parallel processing in vertical line and horizontal line Therefore, the proposed
FCDD architecture reduce 53.12% input pixels in a CTU, which is calculated by
(4096 — 1920)/4096. Moreover, the coding performance is improved with 0.5% BD-
BR compared with [22].
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3.1.6 Conclusion

The focus of this paper is on developing a complexity reduction scheme for
spatial scalable SHVC encoder. The proposed algorithm uses fast CU depth decision
(FCDD), fast mode decision (FMD), and early termination process (ETP). The
performance of the proposed algorithm was tested over a representative set of video
sequences and was compared to the unmodified SHVC encoder as well as two of
the art complexity reduction schemes and combinations. Performance evaluations
show that our proposed algorithms reduce encoding time on average 61.88% and
increases BD-rate about 0.9%, compared with SHM 11.0. Moreover, to confirm a
validity of the proposed FCDD algorithm, the hardware architecture is designed
targeting on the FCDD algorithm. Synthesis results show that the hardware cost
is about 1.8K gates and achieve the scalable working clock frequency in the case of

FPGA (CycloneV) implementation.
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3.2 3D extension of HEVC

3.2.1 Research motivation in 3D extension

With the development of the technology of 3D television (3DTV) and free view-
point television (FTV), 3D video coding (3D-HEVC) attracts more attention. The
typical 3D video is represented using the multi-view video and depth format [38], in
which few captured texture videos as well as associated depth maps are used. The
depth maps provide per-pixel with the depth corresponding to the texture video that
can be used to render arbitrary virtual views by using depth image based render-
ing [39][40]. Recently, 3D-HEVC technology based on high efficiency video coding
(HEVC) is now being standardized by joint collaborative team on 3D video coding
(JCT-3V) as an extension to HEVC [41][42][43]. From the JCT-3V meetings, the
developed coding schemes for 3D-HEVC mainly use HEVC together with exploiting
temporal and interview correlation. Thus, many coding tools applied in 3D-HEVC
are based on the hybrid coding scheme and highly related to HEVC. Considering
the intra depth coding, the traditional HEVC prediction modes result in distinct
coding artifacts at sharp edges. To represent the depth information in a better way,
two depth modeling modes (DMMs), named wedgelet partition mode (DMM1) and
contour partition mode (DMM4), have been added to the intra coding of 3D-HEVC.
DMMs can largely contribute to the depth coding, but much computational com-
plexity is induced. Moreover, the decisions of the coding units (CUs) and modes
have the most of the computational complexity for HEVC encoder. The 3D-HEVC
also adopts the quad-tree structure coding, which supports the coding units (CUs)
varying from 64x 64 to 8x8 (to 4x4, if considering PU partition). The traditional
process of CU decision includes very high computational complexity. For the mode
decision, it takes more computation time due to DMMs. The complexity of intra
depth coding takes about 5 times more than that of texture coding and contributes
to the coding efficiency for 3D-HEVC [44]. [45] also shows the detail of the complex-
ity distribution according to the CU size, and it is clear that two DMMs occupies a
large proportion among the complexity distribution of encoding. Therefore, the low

complexity algorithms for intra depth coding are required.
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Some previous works have proposed the complexity reduction for the intra depth
coding in 3D-HEVC [46]-[54]. In [46] and [47], Gu et al. used the evaluation cost
of intra traditional mode as the skip signal to avoid some DMMs calculation. Park
et al. proposed an algorithm which performs a simple edge classification in the
Hadamard transform to omit unnecessary DMMs [48]. In [49], Silva et al. proposed
an algorithm to reduce the number of modes to be evaluated in the mode decision.
All these methods focus on the mode decision of DMMs. Thereby, improvement of
DMMs is discussed positively. Regarding fast CU decision algorithm, [50] and [51]
proposed the selection of the adaptively CU and intra prediction mode from rate-
distortion (RD) cost. However, further improvement is required for the low com-
plexity algorithm because the complexity reduction with the high bit-rate tend to
be low complexity reduction rate. Moreover, Sanchez et al. proposed an aggressive
and lightweight complexity reduction technique using the simplified edge detector
(SED) algorithm [52][53]. The one presented in [52] is capable of performing bipar-
tition modes evaluation without data dependencies in HEVC intra-prediction mode,
which is a desired characteristic in a hardware design. Additionally, [53] presents
the development of the SED hardware design. This related work contributes to a
hardware oriented algorithm. However, SED algorithm has to perform the filter
process for all pixel information in a CTU. Considering hardware implementation
of pre-processing, the hardware architecture area has been increased in the method
of [53]. Therefore, the efficient edge detection which can determine the optimal CU
depth is required for hardware implementation of pre-encoding. As a particularly
new technique, H. Zheng et al. proposed [54] a low complexity depth intra coding
method for 3D-HEVC based on the depth classification. For optimal CU decision,
the classifier trained by support vector machine (SVM) is applied to determine its
depth complexity class for only checking the corresponding intra prediction modes.
[54] is also very effective for the reduction of recursive rate-distortion optimization
(RDO) process. However, [54] consume the high computational time by performing
the depth classification. Therefore, it is difficult to apply the depth classification
using SVM to real-time encoding processing.

Our research target is on the complexity reduction for RDO process in 3D-
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HEVC. Additionally, to achieve the hardware oriented parallel algorithm without

data dependencies in RDO process, high efficient pre-processing is proposed.

3.2.2 Overveiw of 3D HEVC

The 3D-HEVC standard inherits the well-known block based hybrid coding archi-
tecture of HEVC. It employs a flexible quad-tree coding block partitioning structure
that enables the usage of large and multiple sizes of CU. One of the frames is divided
into a sequence of coding tree units (CTUs) and the maximum size allowed for the
luma block in a CTU is specified to be 64x64. Fach 2Nx2N CUs which shares the
same prediction mode can be divided into four smaller NxN CUs recursively until
the minimum CU size is reached. The sizes of CU range from 64x64 to 8x8. The
number of the prediction modes in intra depth coding for each CU is also increased to
37, including 35 conventional modes in HEVC, and two DMMs. In the DMMs, two
different types of partitioning patterns named wedgelets and contours are applied
to satisfy the characteristics of depth maps. They are different in the segmentation
of the depth block. Each pattern of partition divides the area of the block into two

nonrectangular regions, where each region is represented by a constant value.

PU size = 64x64

RMD

Calculate the intra predlctlon of 35 mode

ntra depth codlng” Cdculate DMM1 and DMM4 | |
Reduce PU size

1 Cdculate full-RD cost of modesin candidate list
Select the best mode of current PU

RDO

PU size = 4x4 ?
No

Figure 3.13 The processing flow of intra coding in HTM16.0.

The flowchart of intra texture and depth coding in the reference software 3D-

HEVC Test Model (HTM16.0) is introduced [41][42], as shown in figure 3.13. For
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each iteration, it starts from trying the CUs size of 64x64. The CU size ranges
from 64x64 to 8x8. For each CU, the mode decision could be divided into rough
mode decision (RMD) and rate-distortion optimization (RDO) stages. In the RMD
process, 35 HEVC intra prediction modes are searched with the sum of absolute
transformed difference. Three or eight modes are selected as the candidate modes.
If intra depth coding is performed, DMMs with all partitions are searched with the
sum of squared error. The best DMMs are put into candidate modes list as well.
In the RDO process, the candidate modes are searched with the complex full RD
cost function, where the evaluation cost is defined as JRDO. JRDO highly depends
on the quantization parameter (QP). The quantizer of HEVC is similar to that of
H.264/AVC where QP is defined in the range of [0, 51]. An optimized bit-rate
can be generated by adaptively selecting the QP. The best mode is decided with
the smallest JRDO and this cost is regarded as the current CU cost. For the CU
decision, the cost of each CU is always compared with the total cost of its four

sub-CUs to decide whether the CU is to be split or not.

3.2.3 Proposed algorithm

3.2.3.1 Efficient edge detection by Laplacian filter and edge classification for intra
depth prediction mode

The edge detection in [48] and [52] need to perform Hadamard transform and
the simplified edge for all pixel information in a CTU. On other words, these edge
detection processes induce the recursive computational complexity. To achieve more
computation complexity reduction than other edge detection algorithm, we propose
an efficient edge detection algorithm for fast intra depth prediction mode. In our ap-
proach, the adaptive Laplacian filter (LF) processing is performed while calculating
BHs of ECDD. In the previous section, the strength of the boundary homogeneity
of the horizontal line and the vertical line are used as BH(k,m,l). Additionally,
by calculating Dif fBH(k,m,l,i), the boundary position of depth image can be
obtained. The detail of the boundary position is calculated by following equation.

Dif fBH,(k,m,1,4) =

|P<x22+l_1+23+l(k_1), yi+23+l(m—1)) — P($22+l_1+23+l(k_1), yi+1+23+l(m—1)>| (322)
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DiffBH,(k,m,1,i) =

|P($22+l+23+l(k’71)7yi+23+l(m71)) - P(x22+l+23+l(k71)7yi+l+23+l(mfl))| (3.23)

DiffBH;(k,m,1,i) =

’P(xi+23+l(k—1)>y22+l—1+23+l(m—1)) - P($i+1+23+l(k—1),3122+l—1+23+l(m—1))| (3.24)
BHy(k,m,l,i) =

|P($i+23+l(k71)7y22+l+23+l(m71)) - P(xi+1+23+l(kfl)ay22+l+23+l(m71))| (3.25)

DiffBH,, Dif fBH,, Dif fBHs, and Dif fBH, represent the difference value

of the neighboring pixel. i represent the position of DiffBH. In our approach,

while the BH (k,m,(,i) are obtained, the calculation of Dif fBH are performed.

Therefore, the proposed algorithm can detect the edge information efficiently. The

detail of the edge detection method in the case of k,m,l = 0 is introduced by
figure 3.14 and figure 3.15.

X3,Yo X4,Yo

DiffBH, DiffBH, Dif fBH, Dif fBH,
(i=0) =0 (i =0) (i =6)
. . x0, Y3 Qe +rr - O—0O 7,53
: : X0, ys OO - -ee O—0O x7,3,
DiffBH, DiffBH,
DiffBH, DiffBH, (i=0) (i=6)
(i=6) (i=6)

X3, Y7 X4, Y7

Figure 3.14 The representation of Dif fBH (k,m,l,i) from i = 0 to ¢ = 6 in the

case of k =0, m =0, and [ = 0.

Figure 3.14 represents the position of Dif f BH (k,m,l,i). Dif fBH(k,m,l,i) is
used to judge whether to apply LF. Therefore, our proposed edge detection algo-
rithm achieves an adaptive LF selection. From some verification result, it is clear
that the edge direction can be detected by LF when the difference value of the pixel
is larger than 5. Accordingly, if the value of Dif fBH(k,m,l,7) is larger than 5,
which is defined as edge point (EP), the coefficients are calculated around the EP
by using the LF. For example, figure 3.15 shows the position where LF is applied
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when EP is Dif fBH3(1,1,0,2). By using the calculated coefficients, the candi-
date mode list in Dif fBH3(1,1,0,2) is selected from Table 3.13. Additionally, the
candidate mode list in Dif fBH3(1,1,0,2) is stored to BH_Fdge(1,1,0,2). Simi-
larly, BH _FEdge(1,1,0,7) from i = 0 to i = 6 is calculated. Figure 3.16 shows the
detail position of BHy_Edge(k,m,l,i), BHy_Edge(k,m,l,i), BH3_Edge(k,m,l,1),
and BH4 Edge(k,m,l,7). As shown in figure 3.16, BH_Edge represent the candi-
date modes of boundary region. The candidate mode list of 4x4 block (Xyy4) is

represented by following.

BH, Edge(k,m,l,i) (0<:i<3

Xt = 1-Hdgel ) ) (3.26)
BH;3 Edge(k,m,l,i) (0 <i<3)
BH, _FEdge(k,m,l,7) (0<i<3

X411X4 _ o-Eidge( ) ( ) (3.27)
BH;_Edge(k,m,l,i) (3 <i<6)
BH, _Edge(k,m,l,i) (3<:i<6

Xt = -Fdgel ) ) (3.28)
BH,_Edge(k,m,l,i) (0 <i<3)

X3, — BH,y_Edge(k,m,l,i) (3 <i<6) (3.20)
BH, Edge(k,m,l,i) (3 <1i<6)

In the case of 4x4 block, the edge classification values of eight which is selected
from Table 3.13 are stored to Xy44. To decide the edge classification value used for
the intra depth prediction mode, the most selected edge classification value in X9,
X4, X2 ,, and X3 , are substituted for X2 ,, X1 ,, X7 ,, and X3 ,. Moreover, for

calculating Xgys, Xi6x16, X32x32, and Xgaxe4, the combinational method is introduced.

Table 3.13 Candidate list of the mode number

Edge classification Mode number

DC, Planar 0,1

Vertical 22, 23, 24, 25, 26, 27, 28, 29, 30
Horizontal 6,7,8,9,10, 11, 12, 13, 14
Left direction 2,3, 4,5, 30, 31, 32, 33, 34

Right direction 13, 14, 15, 16, 17, 18, 19, 20, 21
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Figure 3.15 The position where LF is applied when EP is Dif f BH3(1,1,0,2).
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Figure 3.16 The representation of BH _Edge(k,m,1,i) in the case of k =0, m =
0,and I =0

In the proposed algorithm, if more than two of the edge classification value in

0 1 2 3 : : :
Xivay Xagas Xiwa, and X, are same, the edge classification value is used as the
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prediction mode of X 4. Figure 3.17 represents the combinational case of X3y ox-
Similarly, the edge classification value of 16x16, 32x32, and 64x64 block are cal-
culated. The detail of the procedure is described in Algorithm 3 and Algorithm
4.

XNxn XNxn
(Vertical) (Vertical)
> X3nxan
(Vertical)
XRxn Xixn
(Horizontal) |  (Vertica)
2N X 2N 2N X 2N

Figure 3.17 Graphical explanation of combinational case

Algorithm 3 show the efficient edge detection and the edge classification al-
gorithm. The efficient edge detection is achieved by Edge_flag(i) (line 3-7). If
Edge_flag(i) is equal to 1, Laplacian coefficients is calculated and the candidate
list of the mode number is selected (line 8-10). On the other case, the candi-
date list of DC and Planar mode is selected (line 11-14). After calculating all
of BH_Edge(k,m,l,1), the edge classification ( Xyy4) is obtained (line 16-17).

As shown in Algorithm 4, The combinational algorithm is performed. X3y ox
is decided by X% n, Xhovs Xons Xy and (line 1). The combinational case is
explained by the previous paragraph (line 2-4). On the other case, X9y oy 1S selected
in order of vertical, horizontal, left diagonal, and right diagonal (line 5-15). This is
because it is clear that this order is the most probably selected from previous work

[51].
3.2.3.2  Overall processing

The proposed algorithm is composed of two parts intra texture and depth coding.
Firstly, the boundary homogeneity with intra texture and depth coding respectively
is calculated for optimal CU size decision. Compared with HTM16.0, the proposed
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Algorithm 3 : Efficient edge detection and edge classification algorithm
1: if | =0 then

2: fori=0to23T —2do

3: if Dif fBH(k,m,l,i) > 5 then

4: Edge_flag(i) = 1

5: else

6: Edge_flag(i) =0

T end if

8: if Fdge_flag(i) == 1 then

9: Laplacian coefficients are calculated as the center of Dif f BH(k,m,l,1).

10: Using Laplacian coefficient, the candidate list of the mode number is selected, and stored to
BH _Edge(k,m,1,1).

11: else

12: BH_Edge(k,m,l,i) =0

13: DC and Planar mode are stored.

14: end if

15: end for

16: Based on BH_Edge(k, m,l,1), the edge classification values of eight which is selected from Table 3.13 are
stored to Xx4.

17: X4xq is calculated from Xyyxq

18: end if

Algorithm 4 : Combinational algorithm

1 X0y on = X% v X X X3ont (N =14,8,16,32)

2: if Combinational case then

3: More than two of the edge classification value in X?VXN, le\fov X]Q\,XN7 and X]L?{,XN are same.
4: Xnxon = XNxN

5: else

6: if Xlo\lxN’ X}\,XN, X12\fo’ and Xl%lxN include vertical. then

7 Xng2N = Vertical

8: else if XQ , X% > X% o and X3, o include horizontal. then

9: XSN:&N = Horizontal

10: else if XQ ., X% «» X% n» and X3 include left diagonal. then
11: XngzN = Left diagonal

12: elseXQ ) XA X% and X3, include right diagonal.

13: X8y on = Right diagonal

14: end if

15: end if

early CU size decision provide the reduction of RDO iteration to decide the optimal
CU size.

The intra texture coding is performed with optimal CU size which is decided by
early CU size decision algorithm, and RMD calculate the intra prediction mode of 35
mode. On the other hand, if the intra depth coding is performed, the efficient edge
detection and the edge classification are calculated. Because the complexity of intra

depth coding takes about 5 times more than that of texture coding, the fast decision
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Figure 3.18 The processing flow of 3-D intra coding in the proposed algorithm

of the candidate mode number greatly contributes to the complexity reduction of
intra depth coding. In particular, compared with previous works, the intra depth
prediction mode is decided by a little edge information. The edge classification
reduces the RMD process from 35 mode to 9 mode. On the other hand, when the

edge classification is DC or Planar, the current CU shows the simple depth map.
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In contrast to the intra directional mode, DC and Planar mode also is an im-
portant factor for complexity reduction. In current HTM16.0, a fast skip algorithm
for DMMs has been adopted. When the best mode in RMD is Planar mode and the
pixel variance of current

CU is smaller than a threshold, this indicates the current CU is homogeneous
and DMMSs should be skipped from the mode decision. Therefore, the Planar and
DC mode could be a very important factor in skipping DMMs. In previous work,
when DMMs skipped conditions are met, the CU has more than 99% probability
to choose Planar and DC mode as the best mode. Therefore, when Planar and DC
mode are selected, DMMs are not performed.

Finally, for deciding the best mode of current CU, full-RD cost is calculated from
candidate list which is decided by RMD.

3.2.4 Simulation result

The proposed algorithm is implemented in reference software HTM16.0 [42][43].
It follows the common test condition (CTC) [55]. The simulation environment
is Intel (R) Core (TM) i7-4770 CPU@3.40GHz with 4 cores, RAM 8.00 GB and
Windows 10 Home Edition 64-bit. All test sequences are coded using the all intra
configuration for three-view cases. The texture and depth map use the QPs setting
to (QP texture, QP depth) = (25,34), (30,39), (35,42) , (40,45). Other encoding
parameters remain the same as the CTC. Coding efficiency is measured by BD-
BR and BD-PSNR. Time saving (7'S) represents the reduced total encoding time,

including the texture video coding and the depth video coding. TS is defined as

T - T TOpoSse
TS (%) = HTMTHT; posed 100 (3.30)

where Trrar is the encoding time of the original reference software and T}, oposed
is that of the proposed algorithm. The computation complexity reduction (CR) is
evaluated with different QP. CR is defined as

F J
Z’i:1 BGStPU(”f)
= = 1 31
CR = Y3 = 100(%) (3.31)

f=1j=1
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where BestCU (i, j, f) indicates the ith best CU of the jth CTU of the fth frame
of the test sequence. J and F are the total number of CTUs in each frame and the
total number of frames of the test video, respectively. 85 represents the number
of iteration which is required for the best CU size decision from 64x64 to 8x8 in
reference software HTM16.0. Our proposed algorithm reduce the computational
complexity in intra texture coding and intra depth coding, respectively.

Table 3.14 Comparison with previous works by in TS and BD-BR
[51] [52] [53] [54] Proposed

BD-ratd 1T'S BD-rate| TS BD-ratd 1T'S BD-rate TS BD-ratd T'S

Sequences

(%) | (%) | (%) | (%) | (%) | (%) | (%) | (%) | (%) | (%)
Ballons 1.2 | 27.6 | 0.2 26.2 | 1.1 | 32.6 | 0.0 | 36.7 | -0.1 | 56.3
Newspaper 1.1 26.6 -2.0 28.9 2.4 45.9 0.1 35.0 | -0.1 53.2
Kendo 0.7 | 26.3 | 0.1 25.2 1.1 | 479 | 0.1 | 33.7 | -0.3 | 59.7

PoznanHall2 1.3 | 43.7 0.4 32.7 1.8 | 229 | 0.2 | 384 | 0.8 | 474
PoznanStreet 1.4 | 49.1 0.2 33.7 | 04 | 39.0 | 0.1 345 | 09 | 56.6

Shark 01 | 337 | NA | NA | 04 | 349 | 01 | 336 | 02 | 556
UndoDancer | 0.6 | 49.1 | 0.3 | 31.0 | 0.4 | 406 | 0.1 | 322 | 0.8 | 57.4
GTFly 03 | 451 | 0.1 | 301 | 04 | 392 00 | 343 | 1.3 | 694
Average | 0.8 | 376 [-006] 207 09 |37.0] 01 [348] 05 | 56.9

The results given in Table 3.14 indicate BD-rate comparison by our proposed
algorithm and previous works [51]-[54]. Table 3.14 shows that the proposed algo-
rithm reduces TS by about 20% better than in [51]-[54] whereas it achieves better
BD-rate as well. In particularly, [53] reduces the total T'S by 37.9% at the cost of
0.90% BD-rate increase, on average. [53] can perform CU size decision without data
dependencies in HEVC intra-prediction mode, which is a desired characteristic in
a hardware design. Because the complexity reduction of the intra depth prediction
mode is achieved by our proposed algorithm, our proposed algorithm reduces TS
19.0% compared with the proposed algorithm in [53]. [54] proposed fast CU size and
prediction mode decision by using SVM. Compared with our proposed algorithm,
the new approach which is proposed by [54] achieves better BD-rate. On the other
hand, TS reduction of [54] is lower than our proposed algorithm. Because we con-
sider that DMMs could not be reduced efficiently in [54], our proposed intra depth
prediction mode decision algorithm have high efficacy for DMMs.
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Moreover, in Table 3.15, the performance of our proposed algorithm is compared
with the proposed algorithm in [51] every QP value. The test condition of proposed
algorithm is the same as the compared algorithm. The results given in Table 3.15
indicate that the proposed algorithm reduces TS up to 28.7% better than in [51]
and our proposed algorithm achieves the complexity reduction for every QP value.
According to the above results, we confirm that the computational complexity re-
duction is achieved with almost no video quality loss.

Table 3.15 Comparison with previous work by TS of proposed intra depth cod-
ing under different QPs

Proposed [51]
Sequences | QP34|QP39| QP43 | QP34| QP39 | QP43
TS(%) TS(%)
Ballons 68.5 | 51.2 | 52.9 | 204 | 20.5 | 28.2
Newspaper 39.6 | 50.3 | 50.4 | 17.2 | 15.9 | 26.1
Kendo 81.3 | 50.3 | 53.9 NA NA NA

PoznanHall2 66.3 | 44.1 | 304 NA NA NA
PoznanStree 52.3 | 46.6 | 72.7 NA NA NA

Shark 57.3 | 602 | 55.4 | NA | NA| NA
UndoDancer || 48.7 | 40.6 | 68.6 | 43.9 | 42.5 | 44.6
GTFly 49.2 | 72.9 | 81.8 | 35.1 | 33.3 | 47.0
Average | 579 52.1| 583 ] 202 | 281 365

3.2.5 Conclusion

The focus of this paper is on developing a complexity reduction scheme for 3D-
HEVC encoder. The proposed algorithms use fast intra texture and depth coding.
Our scheme utilizes the boundary homogeneity to predict the CU sizes of the CTUs
of texture and depth coding. To realize the low complexity of CU size decision,
our approach notice the boundary homogeneity of every CU size. Moreover, for
complexity reduction in the intra depth prediction mode, we proposed the edge
classification by using Laplacian filter. The performance of the proposed algorithm
was tested on a representative set of video sequences and was compared against the
unmodified HTM encoder as well as two of the art complexity reduction schemes and

combinations. Performance evaluations show that our proposed algorithms reduce
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encoding time on average 56.9% and increases BD-rate about 0.5%, compared with

HTM 16.0.
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Chapter 4 Future extension model of HEVC

4.1 Research motivation

High Efficiency Video Coding (HEVC) was developed by Joint Collaborative
Team on Video Coding (JCT-VC). HEVC is to double the coding efficiency as com-
pared to the predecessor H.264/AVC, especially when processing the high-resolution
sequences (HD/UHD). However, this increases the computational complexity up by
10 times as compared to H.264/AVC. On the other words, the high computational
complexity in HEVC becomes an hardware implementation bottle-neck. In HEVC,
recursive CU size decision method occupy most of the computational complexity. In-

tra coding is particularly an important coding tool adopted in almost all mainstream

video compression standard such as MPEG-2, H.264/AVC and HEVC.

Although the quad-tree structure enables each CU to be coded optimally and
can greatly improves the encoding efficiency significantly, it imposes significant com-
putational complexity on the encoder during the exhaustive rate-distortion cost cal-
culation of total 85 CUs, where all possible combinations of CU, PU and TU are
tried to find the optimal combination. Thus, it is important to find a practical im-
plementation of HEVC to reduce the complexity while maintaining its performance.
To overcome this problem, a number of algorithms on accelerating the encoder of
HEVC have been proposed to reduce the computational complexity.

To alleviate the intra encoding complexity, many algorithms have been developed
for fast intra coding mode decision. The previous work can be classified into three

categories.

1. The method of the first category reduces the RDO complexity of intra pre-
diction mode in every CU depth. For example, [56] applied the rough mode
decision scheme to reduce the number of candidate prediction modes, which
will perform the RDO processing. Zhu simplified the computation of rate and
distortion estimation [57][58]. These previous works contribute to the RDO

complexity reduction.
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2. The methods of the second class dynamically skip the CU depth decision pro-
cess based on some pre-processing [59][60][61]. Similarly, another algorithms
skip the early terminating the CU/PU depth RDO procedure based on the

CU depth information of previously coded slices and neighboring CUs [62].

3. The method of the third category shows a fast CU partitioning algorithm using
machine learning which has been actively discussed in recent years. Some algo-
rithms decide the optimal CU depth by using the convolutional neural network
(CNN) [63][64]. Because the pipeline processing of coding tree unit (CTU) is

considered, these previous works is oriented for hardware implementation.

For the hardware encoder design, the first kinds of methods did not reduce
the depth of CU/PU. On the other hand, the methods of the second category did
not shrink the maximum complexity at the CTU. For example, in literature [9], in
the parameter training stage, all CU levels must be searched with the exhaustive
RDO. Moreover, in the third category, the inherent drawbacks of [11] induce 4.79%
BD-BR increment. In fact, the optimal CU coding modes are determined by not
only the edge information, the texture strength, and the quantization step, but
also neighboring CU parameter. Therefore, our research focuses on the texture
information of neighboring spatial blocks.

We consider that the coding performance is improved by the utilizing the neigh-
boring blocks. However, the input texture of neighboring spatial blocks increase
the computation complexity of CNN. In this chapter, the fast CU depth decision
is implemented by the optimal CNN architecture, that is specially devised to deal
with 16x16 pixel block.

4.2 Analysis of CNN for fast intra coding
4.2.1 Verification of CNN structure

Previous work proposed the hardware-oriented algorithm using CNN for HEVC
encoder [64]. This work achieved high computational complexity reduction, and
proved easy to implement hardware of CNN. However, the proposed algorithm in-
duced BD-BR increase. Considering the encoding of super-resolution (4K), a more

efficient CU decision algorithm by CNN is required for super-resolution encoder. For
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this reason, to clarify the optimal CNN structure including the convolutional layer
(Conv), kernel, and full connection layer (FCL), we evaluate the relationship of the
validity and the parameter. The evaluation is performed by using CNN structure
of [64], and the block division of 32x32 is judged by single CNN process. CNN
structure of [64] is shown as figure 3.17. The structure consists of two Conv, two
max pooling, and two FCL. The parameters represent the number of Conv, kernel,
and FCL. The sequence of ClassA and ClassB are used as the training sequences.
Table 4.1 represents validation accuracy (Valid-acc) and training accuracy (Train_acc)

when training of 20000 epoch is performed. Reference CNN represent simple and
small network based on the CNN structure of [64]. To evaluate the accuracy with
some conditions, the Conv, kernel, and FCL are added to the reference CNN. The
evaluation result shows about 70% Train_acc and 65% Valid_acc. From this evalua-
tion result, it is observed that both accuracy are not greatly affected by the variation
of the number of Conv, kernel, and FCL. In other words, in the simple structure,
training and validation accuracy have the limit accuracy. Hence, for achieving higher
accuracy performance, our approach adopts the CNN structure of the multiple in-

puts.
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Figure 4.1 Reference CNN structure

In HEVC intra coding, best CU size depend on the complexity of the neighboring
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Table 4.1 Analyzing of single input CNN

Number of parameter | Prediction accuracy

Conv | Kernel | FCL | Valid_acc | Train_acc
Default parameter|64] 2 6 2 68.40 71.80
Comparison 3 6 2 65.00 71.00
of Conv 4 6 2 60.40 71.70
Comparison 2 8 2 49.90 65.10
of kernel 2 10 2 65.90 71.00
Comparison 2 6 3 63.50 70.90
of FCL 2 6 4 50.00 55.70

blocks. For this reason, the pixels of the neighboring blocks are important for high
prediction accuracy. Figure 4.2 shows the block position which is used as input
to our proposed CNN. In our approach, only neighboring blocks are used for the
input of CNN. Moreover, the prediction of division pattern in 32x32 block have high
complexity. Considering the improvement of the division accuracy, the reduction of
block division pattern is required. Therefore, our proposed CNN use 16x16 block as
input texture. The CNN structure of multiple inputs that we considered from this
evaluation result is shown in figure 4.3. To clarify the structure of more efficiency
multiple inputs CNN, in the next subsection, the evaluation of the number of input

and parameter is performed by using figure 4.3.

Current block NB,|NB,|NB,

. . NB,
Neighboring block(NB)

Figure 4.2 Mapping neighboring block and current block

4.2.2 Evaluation of multiple inputs CNN
With the support of powerful computational devices, many deep learning net-
works become deeper. For example, a deep residual network is proposed for image

recognition [65]. However, the deeper network model does not necessarily give the
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FCL4

high accuracy. Therefore, for identifying the most suitable multiple inputs CNN,

we evaluate the prediction accuracy according to the different of the number of in-

puts. Variation of the number of the neighboring block and the number of Conv,

kernel, FCL were evaluated with the sequence of ClassA and ClassB, as shown in

Table 4.2. Table 4.2 shows that the increasing of the neighboring block and kernel

lead to improvement of accuracy. It is clear that the extraction of feature map by

kernel is important for block division. On the other hands, about the variation of

Conv and FCL, these parameters had little change compared to kernel variation.

Table 4.2 Train and validation accuracy (%) evaluation of the neighboring

block and the parameter variation.

Number of parameter Number of input

NB2, NB4 NB1, NB2, NB3, NB4
Conv | Kernel | FCL

Valid_acc | Train_acc | Valid_acc | Train_acc
Default parameter 2 6 2 68.40 73.40 69.40 76.80
Comparison of Conv 3 6 2 69.10 72.80 70.40 74.80
Comparison 2 8 2 73.20 78.10 75.80 80.20
of kernel 2 10 2 79.90 84.50 84.40 89.20
Comparison 2 6 3 66.80 68.80 67.20 71.80
of FCL 2 6 4 65.40 67.80 66.40 68.80




72 Chapter 4 Future extension model of HEVC

PP Conventional f--cooooo oo-- Proposed |------ .
Input CTU Input CTU
v v
» |ntra prediction CU classfication
v with proposed CNN

Determine
the optimal CU size

v

Determine Intra prediction
the optimal CU size v
RDO

v
Reduce CUsze| | RDO v

___________________________________________________________________

Figure 4.4 Comparison of conventional flowchart and the proposed flowchart.

4.3 Proposed algorithm

A module with our CNN model is implemented and embedded in HM16.7 encoder
software before intra prediction. The CNN classifier outputs the optimal CTU
division information. The detail of flowchart is shown in figure 4.4. Compared
with the conventional encoding processing, the encoding process using our proposed
algorithm is not induce the many iteration for determining the optimal CU depth.
The CU classification algorithm will be helpful to the computational complexity
reduction of intra encoding. This means that the hardware area of RDO process in
intra coding mode can be reduced.

From evaluations previous section, our approach supplies the best performance
condition to CNN model. In Table 4.2, the comparison of Conv, Kernel, FCL are
evaluated. Obviously, the number of input affect the prediction accuracy. Regarding
Conv and FCL parameter, the prediction accuracy improved a little. As a possible
reason for that increasing the Conv in 16x16 block is ineffective and many parameters
in FCL increase the complexity of the prediction accuracy. On the other hand, the

number of kernel increases the effective parameter for classification. Therefore, our



4.4 Simulation result 73

Convl : Conv2

NBmE> (9 kerne) | Fetre map= (9 kerne) | Fere gg — H —p |_L>
16x16 } | Max pooling : | Max pooling :
Convl Conv2
NB, _» (3x3 IJ(rerneI) Feat;z's na?' (3x3 I:ernel) Feat:rxi @: FCL1 H FCL2 |_L>
16x16 ; | Max pooling | Max pooling :
Convl Conv2 | | Concatenate _,_. FCL4
NB, _» (3x3 IJ(rernel) Fea;:; rra;b (3x3 I:ernel) %EH oLl |"’| FoL2 |_r> FCL3 i
16x16 | | Max pooling i | Max pooling :
Convl Conv2 i
NB, _» (3x3 lJ(remeI) Featgxe8 ma[?= (3x3 I:ernel) % FCL1 H FCL2
16x16 Max pooling Max pooling '
- ,Z;‘;Z”d 3rd|$g4th | 5thlayer | 6thlayer | 7thlayer | sthlayer

Figure 4.5 Proposed CNN structure

proposed CNN consist of the multiple inputs using neighboring block, two Convs,
two FCLs, and ten kernels, as shown in figure 4.5.

The input of CNN is the block partition patterns from 64x64 to 8x8 which are
converted to 16x16 block. The first layer is a convolutional layer with ten kernels.
Each neuron is connected to a 3x3 receptive field in the input. The size of the feature
map is 8x8 and the convolution calculation is performed with zero padding mode.
The kernels in this layer are deemed as feature extractors. The second layer performs
the max pooling. Similarly, the third and fourth layer perform the convolution and
max pooling. The fifth and sixth layers use FCL which the parameter is 256 and 64 to
each input. The seventh layer concatenate FCL of each input with 256 parameters.
The eighth layers perform FCL which the parameter is 64. The output layer uses

cross entropy units.

4.4 Simulation result

For all of the evaluations, the coding structure which is set to all intra mode is

used. The simulation environment is Intel (R) Core (TM) i7-4770 CPU 3.40GHz



74 Chapter 4 Future extension model of HEVC

with 4 cores, RAM 8.00 GB and Windows 10 Home Edition 64-bit. Several test
sequences (30 frames) with picture size from Class 4K to Class B are used. The
computation complexity reduction (C'R) is evaluated with QP from 22 to 37. CR

is defined as

F J
_ 2i—1 BestCUq, 1)
OR = Y3 == 100(%) (4.1)

f=1j=1
where BestCU; j 5y indicates the ith best CU of the jth CTU of the fth frame of

the test sequence. J and F are the total number of CTUs in each frame and total
number of frames of the test video, respectively. 85 is represented by the number
of iteration which is required for the best CU size decision from 64 x 64 to 8 x 8 in
reference software HM16.7.

The results of our experiment are summarized in Table 4.3. The coding perfor-
mance comparisons between the proposed algorithm and the original HM16.7 are
shown in Table 4.3. The proposed algorithm shows a consistent gain in encoding
time saving for all sequences with the least gain of 60.6% in Rollercoaster and the
most gain of 75.8% in “Kimono”. For all sequences, the proposed algorithm can
save 66.7% encoding time and 70.1% complexity reduction.

In Table 4.4, the time reduction percentage compared to previous work [67]
is shown, the impact on the bit-rate (bjontegaard delta rate (BD-BR)), and the
video quality in terms of PSNR (BD-PSNR in dB) [68]. Table 4.4 shows that the
proposed algorithm reduces TS by about 1.2% better than in [67]. Additionally,
BD-BR -2.58% and BD-PSNR 0.09dB are improved by our proposed algorithm,
respectively. In particularly, our approach have an effect on the complexity texture
such as “Traffic” and “BasketballDrive”.

Moreover, in order to confirm feasibility of the hardware implementation, the
total number of parameter required for the machine learning module is verified.
From Table 4.5, 19538 parameters are required for the proposed architecture. The
proposed architecture implemented with the number of parameter below the upper
limit of the machine learning module that is possible with the current mobile ter-
minal device. Compared with the with other papers in the number of parameter,

time saving, BD-BR and BD-PSNR in the previous work using the machine learning
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Table 4.3 Result of proposed algorithm compared to HM16.0

BD-rate (piecewise cubic)

Class Sequences CR(%) | TS(%)
Y(%) | U(%) V(%)
Class 4K | CampfireParty 69.5 62.0 1.5 1.6 1.7
CatRobot 78.3 62.9 1.9 2.1 2.4
DaylightRoad 62.8 | 624 | 26 | 26 2.0
Drums100 77.9 66.1 1.6 1.9 0.9
TrafficFlow 65.2 61.6 2.3 2.1 2.8
Tango 68.2 62.7 1.7 1.6 1.9
ToddlerFountain 70.3 62.5 1.3 1.4 1.7
Rollercoaster 66.1 60.6 2.3 2.2 2.2
Average 69.8 62.6 1.9 1.9 2.0
Class A | Traffic 70.4 68.7 1.4 1.9 1.8
PeopleOnStreet 72.8 66.5 2.4 1.9 1.8
Nebuta 72.5 67.1 1.5 1.7 1.8
SteamLocomotive | 71.4 64.1 1.8 0.6 1.1
Average 71.8 66.6 1.8 1.5 1.8
Class B | BasketballDrive 68.3 72.1 1.8 1.3 0.8
BQTerrace 66.1 73.3 1.8 0.4 0.1
Cactus 68.9 71.8 2.0 1.6 1.7
Kimono 72.5 75.8 1.7 1.5 1.7
ParkScene 71.3 73.7 1.2 0.1 0.7
Average 69.4 73.3 1.7 1.0 1.2
Average 70.1 66.7 1.8 1.6 1.6

module, it is clear that the proposed architecture achieves high efficiency encoding

with few parameters.
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4.4 Simulation result

77
Table 4.5 Comparison with other paper in the number of parameter, time sav-
ing, BD-BR and BD-PSNR
Number of parameter TS BD-BR BD-PSNR

(%) (%) (dB)
Proposed architecture 19538 73.2 2.21 -0.10
Liu’s architecture|[64] 700 73.1 4.75 -0.20
Mai’s architecture[69] 757929 70.7 2.36 -0.10
MobileNet[70] 4200000 N/A N/A N/A
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Scalable coding enables single channel transmission, which can serve many dif-
ferent quality levels and resolutions. This allows for cost effective universal access of
digital media by a variety of playback devices and different bandwidth requirements
(ranging from TV displays and computers to tablets and smart phones), an attrac-
tive proposition for broadcasters and end-users alike. In this work we presented
coding methods that significantly reduce the complexity of the original scalable
standards, leading to simpler hardware and software implementations, which have
the potential to accelerate the wide adoption of these standards. Our methods are
implemented on MPEG’s SHVC reference software model (SHM) and 3D-HEVC
reference software model (3D-HTM). As such, our contributions are ready to be
used by the industry. Note that all our methods are introduced at the encoder
side with the decoder left untouched. The performance of our methods is com-
pared with that of the unmodified reference encoding in terms of execution time
and compression performance. Related contributions were submitted and presented
at the consumer electronics society meetings. In particular, we develop a complexity

reduction schemes for spatial SHVC (Chapter 3).

In other work, we proposed several complexity reduction methods for 3D-HEVC,
the latest Multiview /3D compression standard. Lately, TV manufacturers are plac-
ing their hopes for the future of 3D TV on the so-called “glasses-free” 3D TV
technology, where “autostereoscopic” displays show multiple views of 3D (ranging
from 8 to more than 100) without the need for glasses. Autostereoscopic glasses-free
displays and 360 video applications, which are just emerging require a large number
of views that translate to large amounts of data and of course challenging issues in
relation to transmission and storage. Our proposed methods were utilized to reduce
complexity reduction for the case of having 3D streams with 2 views and their cor-
responding depth maps, but they can be easily adopted for the auto-stereoscopic
and 360-degree video applications. Another attractive application for these meth-

ods is the case of 3D virtual reality and augmented reality where encoding delays
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for real-time applications will be a challenge. In such applications, for instance, any
movement of the user wearing augmented reality glasses in the center of a scene, will
require the transmission of a new video scene to the glasses. News and events trans-
mitted from remote scenes to the main station by reporters and crews using portable
cameras also face power consumption challenges. Our methods may directly address
these challenges in cases of scalable streaming and multiview broadcasting.
Chapter 4 shows that the future extension model is reviewed by using CNN
and HEVC. Considering the society that realize Al-IoT in the future, machine
learning devices are implemented to various products. Under this environment,
machine learning devices can be effectively utilized. For the reasons, the object
of the future extension model is to new codec model implementation using the
machine learning. The new encoding model using the proposed CNN reduces the
computation complexity significantly. The proposed CNN structure are composed
of eight layers and 19538 parameters. The feasibility of the proposed architecture
is confirmed by comparing the number of parameter with previous works. However,
our proposed CNN architecture may impact to increase of hardware area because
the CNN structure of multiple inputs requires the parallel processing. Additionally,
the utilization of much kernels needs to reserve many parameters. Therefore, in
our CNN structure, a large memory area is required. To solve these problems, we
need to consider the reduction of number of input pixel and kernel parameter in our
future work. As major goal of our future work, we expect that a new codec system

will be established by using the machine learning.
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