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Chapter 1 Introduction 

1.1 Recent trend of semiconductor process 

In recent years, semiconductor devices have been highly integrated. Large scale transistors with 

complicated fine structures like the three-dimensional NOT-AND flash memories [1] or the fin field effect 

transistors [2, 3, 4] are being manufactured in mass production phase. For the productions of these devices, 

precise etchings and depositions to realize fine structures including nanoscale critical dimensions (CDs) 

and high aspect ratio trenches are essential. In particular, the dry etching plays considerably important roles 

because the most of the fine structures are formed through this process, and the electric properties of the 

devices are directly affected by the quality of the process [5, 6]. From the generation of the 90-nm node 

devices or later, etchings for dimensions smaller than resist mask patterns have been required. Therefore, 

many process engineers have been trying to improve the quality of the dry etching.  

In the dry etching, seed gases are decomposed by plasma in chambers, and highly reactive molecules 

or atoms are fed on wafers. For example, in the case of Si etchings, halogen atoms are fed on the surface of 

a Si wafer to create a reformed layer having low boiling point, such as Si+4F→SiF4. On the other hand, 

positively charged ions like Ar+ produced in plasma are irradiated toward the surface layers, then the 

reformed layers are removed. As the positive ions are accelerated by the plasma sheath, which is an electric 

field between the plasma and the wafer, the ions vertically attack the wafer surface. Throughout this process, 

anisotropic etchings proceed and precise fabrications loyal to mask patterns are realized. This type of dry 

etching is called as the reactive ion etching (RIE), which has been widely used for a long time as a 

conventional etching method. With increasing the integration densities, fabrications for CDs less than 10 

nm have become required for the dry etching recently. As the results, atomic layer etching (ALE) has been 

implemented [7, 8, 9, 10, 11, 12, 13, 14]. The ALE has temporally separated two steps: the adsorption step, 

in which atoms excited by plasma are adsorbed on a surface layer to create a reformed layer, and the removal 
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step, in which the reformed layer is removed by ion bombardments. These two steps are alternately repeated. 

In the former step, the adsorption is made only for a single atomic layer, and no more adsorption proceeds 

even if excessive atoms are fed. In the latter step, the ion energy are adjusted so that only the reformed 

single atomic layer is removed. This type of reaction is called as “the self-limiting reaction,” which allows 

atomic size etchings. (In the case the self-limiting reaction is applied for depositions, the process is called 

the atomic layer deposition [15].) For both the RIE and ALE, highly precise controls of plasma, gas 

concentration, and temperature in the chamber by tuning external parameters are required. To realize the 

controls, measurement technologies to monitor the chamber in-situ have critically important meanings. 

1.2 Significance of semiconductor process monitoring with CT-TDLAS 

The dry etching includes some serious difficulties, one of which is that the CDs are not uniform across a 

wafer processed with non-uniform spatial distributions of gas concentration, temperature, and plasma 

sheath intensity [16, 17, 18, 19]. Their conditions at the center of wafers are different from at vicinities of 

chamber walls, and the differences cause the CD non-uniformity or unexpected fabrications like trench 

tiltings. As the results, device performances or yielding rates are degraded. The CD uniformity has been 

improved to some extent by precisely tuning the temperature distribution on a multi-zone electrostatic 

chuck [20, 21, 22] or applying virtual metrologies [23, 24, 25, 26]. On the other hand, the CD uniformity 

in the ALE is considered to be less sensitive to the spatial distributions compared to the RIE [27, 28, 29, 

30, 31, 32]. The quality of the dry etching has been gradually refined with these technologies. However, 

the improvement of CD uniformity has not yet achieved to get sufficient yielding rates in mass productions. 

In addition, although tuning parameters to get optimal process conditions is extremely difficult and time-

consuming, the conditions in the chamber can drift during the process or run-to-run repetitions [33, 34, 35]. 

Therefore, to achieve the optimal conditions in the chamber and keep them stably as long as possible, the 

technology to measure the spatial distributions is strongly desired. 
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This work proposes the way to measure conditions inside chamber and tune parameters in-situ. 

Tunable diode laser absorption spectroscopy (TDLAS) is a useful method for the chamber in-situ 

measurement in a non-contact manner [36, 37]. In the TDLAS, absorption spectra of trace gas are measured 

using near-infrared (NIR) [38] or mid-infrared (MIR) [39, 40, 41, 42, 43, 44, 45, 46, 47, 48] laser light 

sources, and the gas concentration and temperature [49] can be determined. Applications of the TDLAS for 

plasma diagnostics in chambers were reported [50, 51]. In-situ monitoring which focused on the dry etching 

were also performed, where trends of concentration of gas species [52] or plasma radicals [53, 54] were 

measured. However, as the TDLAS generally utilizes a single laser path in the measured area and collects 

just one absorption spectrum integrated over the laser path, it cannot measure the spatial distributions of 

gas concentration or temperature. To measure the spatial distributions in a chamber, computed tomography-

tunable diode laser absorption spectroscopy (CT-TDLAS) can be a promising candidates [55, 56, 57, 58, 

59]. In this method, infrared absorption spectra for multiple laser paths passing through a measured area 

are collected. Based on the spectra, the spatial distributions of gas concentration and temperature are 

reconstructed with the numerical calculation of the computed tomography (CT). This method has been 

adopted for analyses of combustion fields [60, 61, 62, 63, 64, 65, 66], vehicle engine exhausts [67, 68] and 

diagnosis of an aero-propulsion engine [69]. Recently, expansions to the three-dimensional tomography 

have been studied [70, 71, 72]. However, an application for measurement in a semiconductor chamber has 

not been reported except for our works [73, 74]. The inner space of the semiconductor chamber is a closed 

system, and the behaviors of temperature and pressure are considered to be different from those of engine 

or combustion fields. 

1.3 Article structure 

In this work, the CT-TDLAS was applied to measure CH4 concentration and temperature distributions 

simultaneously in our designed experimental semiconductor process chamber. To focus on the basic 
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investigation of the CT-TDLAS applicability to the semiconductor chamber, the gas species and the 

chamber pressure employed in the examinations were limited to CH4 and 760 Torr, respectively. In Chapter 

2, theoretical background of the CT-TDLAS including the details of the CT algorithm is reviewed. In 

Chapter 3, construction of CH4 spectrum database required for the CT-TDLAS measurements is described. 

In Chapter 4, the CT-TDLAS measurement system and structure of our designed semiconductor chamber 

in which the CT-TDLAS system is installed are shown. In Chapter 5, the validity of the CT-TDLAS 

measurements and the algorithm was checked using a simple experiment with a five-fold concentric 

cylinder and simulations of the computer fluid dynamics (CFD). In Chapter 6, CH4 was actually fed into 

the chamber to measure the concentration and temperature distributions with the CT-TDLAS. Then the 

meanings of the measured results are discussed. 

Chapter 2 Theoretical background 

2.1 Tunable diode laser absorption spectroscopy (TDLAS)  

The principle of TDLAS is based on the Lambert-Beer’s law. When a light signal passes through a media, 

the light intensity is attenuated due to absorption. The absorbance A at a wavelength 𝜆 is defined as: 

A(𝜆) = log (
𝐼0(𝜆)

𝐼(𝜆)
) . (1) 

Here 𝐼0(𝜆) and 𝐼(𝜆) are an incident and transmitted light intensity, respectively. In the case of a single gas 

species is present, the absorbance is related to the concentration 𝐶 as follows [75, 76, 77, 78, 79, 80]: 

𝐴(𝜆) = 𝐶𝐿𝑃 ∑𝑆𝑗(𝑇)𝐺𝑣𝑗

𝑗∈𝜆

 . (2) 

Here 𝐿  is the path length, 𝑃  is the pressure, 𝑆𝑗(𝑇)  is the absorption line strength of transition 𝑗  at 

temperature𝑇, and 𝐺𝑣𝑗 is the line broadening function, which is usually approximated by the Voigt function. 



- 7 - 
 

Under a fixed temperature, the absorbance of the species is proportional to its concentration. Meanwhile, 

the absorption line strength depends on temperature as  

𝑆𝑗(𝑇) = 𝑆𝑗(𝑇0)
𝑄(𝑇0)

𝑄(𝑇)

𝑇0

𝑇
exp [−

ℎ𝑐𝐸𝑗

𝑘
(
1

𝑇
−

1

𝑇0
)]

1 − exp (
ℎ𝑐𝜈0𝑗

𝑘𝐵𝑇
)

1 − exp (
ℎ𝑐𝜈0𝑗

𝑘𝐵𝑇0
)
, (3) 

where 𝑇0  is a reference temperature, 𝑄(𝑇) is the partition function, 𝐸𝑗  is the lower-state energy of the 

transition, 𝜈0𝑗  is the line center frequency, ℎ  is Planck’s constant, 𝑐  is the speed of light, and 𝑘𝐵  is 

Boltzmann’s constant [81, 82, 83]. As the line strength of each transition has different temperature 

dependence, the absorption spectrum including more than two absorption wavelengths can be used to 

measure the gas temperature as well as concentration. 

2.2 Computed tomography (CT) 

The computed tomography (CT) is an image reconstruction method, in which  optical beam is irradiated to 

a target object from various directions and the image of the inner states such as gas concentration and 

temperature distributions are reconstructed through the numerical calculation based on the absorption 

spectra. The X-ray CT is well known in the medical fields. In the X-ray CT, an X-ray source is mechanically 

scanned around the target to get the image of cross section [84]. On the other hand, in the CT-TDLAS 

studied in this work, the NIR laser is used as a light source and the multiple beam injection ports are fixed 

around the measured. Multiple laser paths are intersected with each other to form analysis grids in the 

measured area, and the integrated absorbance 𝐴𝑝
(𝑚𝑒𝑎𝑠)(𝜆) is acquired for each path. (𝑝 is the path index.) 

Whereas, when the concentration and temperature distributions are given, the integrated absorbance 

𝐴𝑝
(𝑐𝑎𝑙)(𝜆) is calculated by  

𝐴𝑝
(𝑐𝑎𝑙)(𝜆) = ∫ 𝐶(𝑥, 𝑦)𝛼(𝜆, 𝑇(𝑥, 𝑦))𝑑𝑙

(𝑥,𝑦)∈𝑝

, (4) 
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where 𝐶(𝑥, 𝑦) and 𝑇(𝑥, 𝑦) are concentration and temperature at a grid (𝑥, 𝑦), and 𝛼 is the absorbance per 

unit concentration per unit length. 𝐶(𝑥, 𝑦) and 𝑇(𝑥, 𝑦) are determined so that the square error defined as 

𝐸 = ∑∫{𝐴𝑝
(𝑐𝑎𝑙)

(𝜆) − 𝐴𝑝
(𝑚𝑒𝑎𝑠)

(𝜆)}
2
𝑑

𝑝

𝜆  (5) 

is minimized. 

2.3 CT-TDLAS algorithm 

The procedure of the CT calculation is as follows: 

(i) Arbitrary distributions of concentration and temperature are given as the initial distributions.  

(ii) The distributions are approximated in the form of polynomials as 

𝐶(𝑥, 𝑦) = ∑ 𝑎𝑙𝑚𝑥𝑙−𝑚𝑦𝑚,

𝑙>𝑚

  (6) 

𝑇(𝑥, 𝑦) = ∑ 𝑏𝑙𝑚𝑥𝑙−𝑚𝑦𝑚

𝑙>𝑚

.  (7) 

Here 𝑙,𝑚 are the polynomial order.  

(iii) The integrated absorbance 𝐴𝑝
(𝑐𝑎𝑙)(𝜆) along each path is calculated for the given distribution. In the 

practical calculation, the integral in Eq. (4) is replaced with a sum with respect to the grids belonging to the 

path 𝑝 as 

𝐴𝑝
(𝑐𝑎𝑙)(𝜆) = ∑𝐶𝑞𝛼(𝜆, 𝑇𝑞)∆𝐿𝑝𝑞

𝑞

 , (8) 

where 𝐶𝑞, 𝑇𝑞 are respectively the concentration and temperature in grid 𝑞, ∆𝐿𝑝𝑞 is the distance between 

adjacent grids in path 𝑝.  
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(iv) The square error 𝐸 is calculated from Eq. (5). (If it is difficult to calculate 𝐸 due to the baseline shifts 

in the measured spectrum, the polynomial noise reduction technique is effective in eliminating the shifts 

[85].) 

(v) If the square error is not minimized, the distributions are updated so that the square error is decreased 

in the manner of the gradient method, i.e., they are changed to follow the steepest descent direction in the 

𝐸 with respect to {𝑎𝑙𝑚} and {𝑏𝑙𝑚}, 

𝑎𝑙𝑚 ∶= 𝑎𝑙𝑚 − 𝜂
𝜕𝐸

𝜕𝑎𝑙𝑚
,  (9) 

𝑏𝑙𝑚 ∶= 𝑏𝑙𝑚 − 𝜂
𝜕𝐸

𝜕𝑏𝑙𝑚
,  (10) 

where 𝜂 is a small parameter called the learning rate.  

The steps of (ii)-(v) are iterated until the square error reaches the minimum. The proper value of η is 

commonly determined through trial and errors at around 1.0 × 10−3~10−5. In this work, η = 1.0 × 10−4 

was employed. The criteria to finish the calculation was that 𝐸 < 0.1 and |∆𝐸|/𝐸 < 1.0 × 10−5  (∆𝐸 is the 

variation of 𝐸 per cycle). This η value and the criteria allowed the calculation to be finished within several 

seconds. The outline of the procedure is summarized in Fig. 1.  
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Fig. 1 Flow chart of the CT calculation. 

 

2.4 Fast processing of CT-TDLAS calculation 

To achieve the target distributions with the minimum square error for a short calculation period, setting the 

initial distributions as close to the target is important. One useful method is to use the path averaged 

concentrations and temperatures calculated from the measured spectra. First, the initial distributions are set 

as linear combinations of arbitrary distribution patterns [68] 

𝐶(𝑖𝑛𝑖)(𝑥, 𝑦, 𝑢⃗ ) = ∑𝑢𝑘

𝑘

𝐶(𝑘)(𝑥, 𝑦), (11) 

𝑇(𝑖𝑛𝑖)(𝑥, 𝑦, 𝑣 ) = ∑𝑣𝑘

𝑘

𝑇(𝑘)(𝑥, 𝑦), (12) 

where 𝐶(𝑘)(𝑥, 𝑦) , 𝑇(𝑘)(𝑥, 𝑦)  are distribution patterns ( 𝑘  is the index of the pattern), and 𝑢⃗ =

(𝑢0, 𝑢1,⋯ ), 𝑣 = (𝑣0, 𝑣1, ⋯ )  are the weight coefficient vectors. In this study, thirty-five distribution 
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patterns shown in Fig. 2 were employed for setting 𝐶(𝑘)(𝑥, 𝑦) and 𝑇(𝑘)(𝑥, 𝑦). 

 

Fig. 2 Patterns for setting initial distributions. 

 

Next, the measured path averages 𝐶𝑝̅
(𝑚𝑒𝑎𝑠)

, 𝑇̅𝑝
(𝑚𝑒𝑎𝑠)

 were determined to satisfy the measured absorbance as,   

𝐴𝑝
(𝑚𝑒𝑎𝑠)

(𝜆) = 𝐶𝑝̅
(𝑚𝑒𝑎𝑠)

𝛼 (𝜆, 𝑃, 𝑇̅𝑝
(𝑚𝑒𝑎𝑠)

) 𝐿𝑝. (13) 

Here 𝐿𝑝 is the length of path 𝑝. The square differences between 𝐶𝑝̅
(𝑚𝑒𝑎𝑠)

and 𝐶𝑝̅
(𝑖𝑛𝑖)

, 𝑇̅𝑝
(𝑚𝑒𝑎𝑠)

and 𝑇̅𝑝
(𝑖𝑛𝑖)

are 

respectively expressed as  

𝐸𝐶 = ∑(𝐶𝑝̅
(𝑚𝑒𝑎𝑠)

− 𝐶𝑝̅
(𝑖𝑛𝑖)(𝑥, 𝑦, 𝑢⃗ ))

2

,

𝑝

 (14) 

𝐸𝑇 = ∑(𝑇̅𝑝
(𝑚𝑒𝑎𝑠)

− 𝑇̅𝑝
(𝑖𝑛𝑖)(𝑥, 𝑦, 𝑣 ))

2

.

𝑝

 (15) 

The weight coefficient vectors 𝑢⃗  and 𝑣  were determined to minimize 𝐸𝐶 and 𝐸𝑇, respectively, i.e.,  
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𝜕𝐸𝐶

𝜕𝑢𝑘
= 0, (16) 

𝜕𝐸𝑇

𝜕𝑣𝑘
= 0. (17) 

In this procedure, the iterative calculation used in the CT is not necessary. Therefore, it takes little time to 

get the suitable initial distributions.  

Chapter 3 Calibration of CH4 measurement system and database construction 

CH4 has many absorption peaks in the NIR region. Figure 3 shows CH4 absorption spectrum in the NIR 

region appeared in HITRAN Database [86]. We focused on the peaks of  λ = 1628.1 nm and 1653.7 nm 

to measure CH4 concentration and temperature. Distributed feedback laser diodes (DFB-LDs) at 1628 nm 

and 1654 nm (NTT Electronics Co., NLK1U5EAAA) were used as the laser sources. Figures 4 and 5 

illustrate the wavelength characteristics regarding applied current and temperature of the two LDs.  By 

adjusting the temperatures, the lasing wavelengths can be scanned around the CH4 absorption wavelengths 

with the current modulation. In this study, we set 12.7 ℃ for 1628-nm LD and 11.5 ℃ for 1654-nm LD, 

and modulated the current at 0-300 mA.  

 

Fig. 3 CH4 absorption spectrum in the near-infrared region. 
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(a) 1628-nm LD                                                         (b) 1654-nm LD 

Fig. 4 Wavelength versus applied current characteristics of the LDs. Dashed lines show CH4 absorption 

wavelengths (1628.1 nm and 1653.7 nm). LD temperature was fixed at 15 ℃. 

  

(a) 1628-nm LD                                                         (b) 1654-nm LD 

Fig. 5 Wavelength versus temperature characteristics of the LDs. Dashed lines show CH4 absorption 

wavelengths (1628.1 nm and 1653.7 nm). LD current was fixed at 150 mA. 

 

CH4 spectra were acquired to construct a database of 𝛼(𝜆, 𝑇) using the acquisition system. Figure 6 

shows the CH4 spectrum acquisition system. CH4 was introduced into a gas cell equipped in a temperature-

controlled heating furnace. Laser beam emitted from the LDs was injected into the cell. The length of the 

gas cell was 102 mm. The pressure in the cell was regulated with a pressure gauge and a control valve 

placed at downstream. The beam passing through the gas cell was detected by a photodiode (PD, 
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Hamamatsu, G12180-010SPL). The linearity of the absorbance for various CH4 concentrations was 

checked under the fixed pressure (760 Torr) and temperature (27 ℃). A Good linearity was confirmed 

shown in Fig. 7.   

 

Fig. 6 CH4 spectrum acquisition system. The edges of the quartz glass rods were shaped 

like wedges to avoid optical interference caused by multiple reflections. 

 

Fig. 7 Linearity check of the CH4 spectrum acquisition system. The cell length, 

pressure, temperature were 102 mm, 760 Torr, and 27 °C, respectively. 
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The spectrum was acquired under various cell pressures (100, 200, 300, 400, 500, 600, 760 Torr) and 

temperatures (300, 400, 500, 600, 700, 773 K). The absorbance was normalized as the one per unit 

concentration (1%) per unit cell length (1 cm). Some examples of the acquired spectrum are shown in Fig. 

8.  

   

Fig. 8 Examples of acquired CH4 spectrum around (a) 1628.1 nm and (b) 1653.7 nm. The absorbance was 

normalized as the one per unit concentration (1%) and unit cell length (1 cm). 

 

To obtain the spectrum for an arbitrary condition of temperature and pressure, measured spectra 

𝐴𝑚𝑒𝑎𝑠(𝜆) were approximated as,  

𝐴𝑎𝑝𝑝𝑟𝑜𝑥(𝜆) = ∑𝐼𝑐
𝑐

 𝑉𝑅,𝑤𝑣,𝜆𝑐 
(𝜆), (18) 

 where 𝐼𝑐 is the peak intensity of the absorption having the center wavelength 𝜆𝑐, and 𝑉𝑅,𝑤𝑣,𝜆𝑐 
(𝜆) is the 

pseudo-Voigt function defined as 

𝑉𝑅,𝑤𝑣,𝜆𝑐 
(𝜆) = (1 − 𝑅)exp(−2.772(

𝜆 − 𝜆𝑐

𝑊𝑣
)
2

) +
𝑅

1 + 4(
𝜆−𝜆𝑐

𝑊𝑣
)
2 

+0.016(1 − 𝑅)𝑅{exp (−0.4 |
𝜆 − 𝜆𝑐

𝑊𝑣
|
2.25

) −
10

10 + 4 |
𝜆−𝜆𝑐

𝑊𝑣
|
2.25}, 

(19) 

𝑊𝑣 =
1

2
𝑊𝐿 + ((

1

2
𝑊𝐿)

2

+ 𝑊𝑔)

1

2

, (20) 
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𝑅 =
𝑊𝐿

𝑊𝑣
 . (21) 

Here, 𝑊𝐿 and 𝑊𝑔 are the full-width of harf maximums originate from pressure and tempature broadening, 

respectively. Twenty-five wavelengths (𝜆𝑐 , 𝑐 = 0 − 14) listed in Table I were employed for 1628-nm 

spectrum. For 1654-nm spectrum, one wavelength (𝜆𝑐 =1653.723 nm) was employed.  

Table I Wavelengths used for approximating 1628-nm spectrum 

c 𝜆𝑐 c 𝜆𝑐 c 𝜆𝑐 c 𝜆𝑐 c 𝜆𝑐 

0 1627.807 5 1628.046 10 1628.139 15 1628.327 20 1628.568 

1 1627.856 6 1628.069 11 1628.154 16 1628.353 21 1628.622 

2 1627.925 7 1628.091 12 1628.199 17 1628.508 22 1628.685 

3 1628.005 8 1628.100 13 1628.210 18 1628.551 23 1628.700 

4 1628.035 9 1628.113 14 1628.279 19 1628.562 24 1628.795 

 

The optimal parameters of (𝐼𝑐 , 𝑅,𝑊𝑣)  for the measured conditions of pressure and temperature were 

determined to minimize the square error 

𝐸𝐴 = ∫(𝐴𝑎𝑝𝑝𝑟𝑜𝑥(𝜆) − 𝐴𝑚𝑒𝑎𝑠(𝜆))
2
𝑑𝜆. (22) 

If the parameters of (𝐼𝑐 , 𝑅,𝑊𝑣) were determined for the conditions where the spectra were acquired, they 

can be determined also for arbitrary condition of 100-760 Torr and 300-773 K with interpolations. As the 

results, the CH4 spectrum database can be obtained.  

Chapter 4 Design of CT-TDLAS chamber for semiconductor process 

4.1 CT-TDLAS measurement system 

Figure 9 shows the schematic of the CT-TDLAS measurement system. The LDs and PDs described in 

Chapter 3 were employed for the light sources and detectors. To scan the wavelengths of the LDs, the 

applied currents were continuously modulated by saw tooth waveforms with a frequency of 0.5 kHz. The 

two modulation signals were synchronized but their directions of the current variation were opposite with 
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each other. The two laser beams were combined by a fiber combiner, and separated into 32 paths by a fiber 

splitter, then injected into the 32-laser-path cell through collimators. The collimators were placed in four 

different directions of the cell at 45 degree intervals. The injected laser beams passed through the measured 

area, and were detected by 32 PDs. The detected signals were stored by a recording system (National 

Instruments, cRIO-9035) with sampling rate of 500 kHz. 

 

Fig. 9 Schematics of the CT-TDLAS measurement system. 

 

4.2 Chamber structure 

We designed a semiconductor chamber that is specialized for our experiments. The top view and cross 

section of the chamber are shown in Fig. 10. The chamber has five ports on the top of the upper lid. The 

center port is for attaching a pressure gauge, and the other four are gas inlet ports that are configured with 

cyclic symmetry on a circle of 60 mm-diameter. Figure 11 shows the 32-laser-path cell installed in the 

chamber. The cell is sandwiched by upper and lower panels of the chamber via O-rings. The measured area 

is inside the center circle whose diameter and thickness are 100 mm and 10 mm, respectively. At the bottom 

of the measured area, a susceptor was places. We prepared for two kinds of susceptor as shown in Figs.12: 

an aluminum type and a poly-ether-ether-ketone (PEEK) type susceptors. As the temperature of the 
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aluminum type susceptor can be controlled uniformly, it was used for experiments under a uniform 

temperature. In the PEEK type susceptor, four aluminum heater blocks whose temperatures are 

independently controlled are embedded. The centers of the heater blocks were configured on the same circle 

of 60 mm-diameter. This type of susceptor was used for experiments under an arbitrary temperature 

distribution. Both susceptors have four exhaust holes, which are located just under the gas inlet ports. The 

measured area is surrounded by a silica crystal ring (Eikoh Co., Ltd.) whose inner and outer diameters were 

100 mm and 107 mm with the tolerance of ±0.05 mm. Thirty-two collimators and PDs are attached around 

the cell and the 32 laser-paths are intersected in the measured area. The vertical distance between the laser 

path and the susceptor upper surface is about 1 mm or less. The images of the chamber appearances are 

shown in Fig. 13.   

 

 

Fig. 10 Structure of the chamber.  
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Fig. 11 The 32-lase-path cell. Numbers and arrows indicate path number and 

laser beam directions, respectively. 

 

          

(a)                                                                   (b) 

Fig. 12 (a) An aluminum type susceptor and (b) a PEEK type susceptor. 
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(a)                                                                   (b) 

Fig. 13 Image of the chamber with (a) and without (b) the upper lid. 

(The aluminum type susceptor is equipped.) 

 

Chapter 5 Validity checks of CT algorithm 

5.1 Validation of concentration distribution algorithm using concentric cylinder 

Basic operations of our CT algorithm were checked with a simple experiment using a five-fold concentric 

cylinder. The structure of the cylinder and the experimental setup are drawn in Fig. 14. The inside of the 

cylinder was separated into five flow areas by concentric hollow cylinders. The 32-laser-path cell was 

placed at the upper surface of the cylinder. The diameter of each area was written in Table II.  

We measured a CH4 concentration distribution just above the exit when various concentrations of CH4 

were simultaneously fed into the cylinder. The setting concentrations (Set 1 and Set 2) were listed in Table 

III. CH4 was fed from a lower inlet port of each area, and exited through the upper surface of the cylinder 

to open air. CH4 flow rate in each area was determined so that the volume passing through unit cross section 

of each flow area per unit time was all the same. It was expected that CH4 concentration distribution just 
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above the exit were almost the same as the distribution of horizontal cross section of the cylinder which 

were clearly determined by Table III.  

The setting and measured with the CT-TDLAS distributions were shown in Fig. 15. The measured 

distributions reproduced well the setting distributions for both cases. Therefore, it was verified that our CT 

algorithm basically worked correctly. However the measured distributions showed some blur at boundary 

of flow areas. The two factors about the blur were considered: (i) mixing of gas concentration after the exit, 

and (ii) reconstruction limitation due to the available spatial resolution of CT reconstruction. The latter 

factor was further investigated in the next section.  

     

(a)                                                                   (b) 

Fig. 14 Structure of the five-fold concentric cylinder. The image (a) and the experimental setup for the CT 

algorithm check (b).  
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Table II Diameter of each flow area. 

Flow area 
Inner diameter 

(mm) 

Outer diameter 

(mm) 

1 10.3 12.3 

2 33.0 39.0 

3 53.0 57.0 

4 62.6 65.0 

5 95.0 99.0 

 

Table III CH4 concentration fed into each flow area of the five-fold concentric cylinder. 

Flow area 
CH4 concentration (%) 

Set 1 Set 2 

1 10 8 

2 8 10 

3 6 6 

4 4 4 

5 4 4 
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(a) Set 1 

 

(b) Set 2 

Fig. 15 Results of CT algorithm check for Set 1 and Set 2. Setting (left) and measured (right) CH4 

concentration distributions. 

 

5.2 Spatial resolution of reconstructed distribution 

The spatial resolution of the CT was defined as the minimum distance where two concentration peaks can 

be distinguished as clearly defined separate peaks. We assumed two kinds of CH4 concentration 

distributions in the measured area of 32-laser-path cell. We calculated 32 spectra under the assumed 

distributions, and then reconstructed the distribution by the CT calculation based on the 32 spectra. The 

assumed distributions were isotropic Gaussians which had peak concentration of 10% at the center of the 
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area, and whose full width at half maximum (FWHM) were 15 mm and 25 mm. The reconstructed results 

together with the assumed distributions were shown in Fig. 16. The FWHM of CT reconstructed 

distributions were 22 mm and 34 mm, respectively. In general, it is not avoidable that the CT reconstructed 

distributions show wider FWHMs than originals and the results were reasonable because the CT 

calculations are based on absorbance for limited number of paths. However, the FWHM of reconstructed 

distribution could not be less than 20 mm even when the FWHM of assumed distributions were reduced as 

less than 15 mm. It means that two peaks placed at a distance within 20 mm could not be distinguished in 

the CT reconstructed distribution, even if the FWHMs of both peaks were less than 20 mm. 

 

Fig. 16 Results of spatial resolution investigations. Assumed (left) and CT reconstructed (right) CH4 

concentration distributions. The FWHMs of assumed distributions were (a) 15 mm and (b) 25 mm. 
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5.3 Validation of algorithm for concentration and temperature distributions using computer 

fluid dynamics 

CH4 concentration and temperature distributions in stable states in the chamber were simulated with the 

CFD (FloFED, Mentor Graphics). The governing equations for the simulations include the continuous 

equation, the equation of motion, the energy conservation equation, and the conservation equation of 

chemical species, which are respectively expressed as follows: 

𝜕(𝑢𝑖1) 

𝜕𝑥𝑖1

= 0, (23) 

𝜕(𝜌𝑢𝑖1)

𝜕𝑡
+

𝜕(𝑢𝑖2𝜌𝑢𝑖1)

𝜕𝑥𝑖1

= −
𝜕𝑝 
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+
𝜕 
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(𝜅
𝜕𝑢𝑖1  

𝜕𝑥𝑖2
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𝜕𝑇 

𝜕𝑥𝑖1

) + 𝐻, (25) 

𝜕(𝑌𝑘1
)

𝜕𝑡
+

𝜕(𝑢𝑖1𝑌𝑘1
)

𝜕𝑥𝑖1

= 𝐷
𝜕2𝑌𝑘1

𝜕𝑥𝑖1
2
. (26) 

The equations determine the behavior of 𝜌 (density), 𝑢 (velocity), 𝑝, and 𝑇 of CH4. Here, 𝜇 is the viscosity 

coefficient, 𝑔 is the gravity, 𝛽 is the thermal expansion coefficient, 𝑇0 is the initial temperature, 𝐶𝑝 is the 

heat capacity,  𝜅 is the heat conductivity, 𝐻 is the enthalpy, 𝐷 is the diffusion coefficient, and 𝑌𝑘1
 is the 

concentration of gas species 𝑘1  (CH4 or N2). Indices 𝑖1, 𝑖2, 𝑖3 = 1, 2, 3  correspond to 𝑥, 𝑦, 𝑧 components. 

This simulation was made under the assumption that the inner wall was no-slip and the thermal radiation 

effect was negligible. 

First, we simulated CH4 concentration distributions in the chamber under uniform susceptor 

temperature. In this case, distributions in the chamber equipped with the aluminum type susceptor were 

simulated. The setting concentration fed from each inlet port is listed in Table IV. The configuration of gas 

inlet ports are illustrated in Fig. 17. The cell pressure, susceptor temperature, and flow rate per unit port 

were fixed at 760 Torr, 40 ℃, and 0.5 slm, respectively. After the simulations, we calculated the 32 spectra 
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for each simulated distribution. Then, we applied the CT algorithm to check whether the distributions are 

reconstructed. The simulated and CT reconstructed distributions are shown in Fig. 18. The simulated 

distributions showed high concentration spots according to the numbers and locations of CH4 feeding ports. 

And the CT reconstructed well the original CFD distributions from the calculated 32 path spectra regarding 

the numbers and locations of high concentration spots.  

 

Table IV Settings for CFD of CH4 concentration distributions in the 

chamber. The cell pressure, susceptor temperature, and flow rate per 

unit port were fixed at 760 Torr, 40 ℃, and 0.5 slm, respectively 

 

Fig. 17 Configuration of gas inlet 

ports. 

Condition 
Concentration (%) 

Port 0 Port 1 Port 2 Port 3 

1 10 0 0 0 

2 10 0 0 10 

3 10 0 10 0 

4 10 0 10 10 

5 10 0 10 10 
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Fig. 18 CFD (left) and CT reconstructed (right) concentration distributions of CH4 in the chamber. (a)- (e) 

correspond to the conditions 1-5 listed in Table IV.  

 

To evaluate the differences between the CFD and CT reconstructed distributions quantitatively, the sum 

of squared differences (SSD) and the zero-mean normalized cross-correlation (ZNCC) on the reference of 

the CFD distributions were calculated. The SSD is defined as 

𝑆𝑆𝐷 =
1

𝑋𝑚𝑎𝑥

√
1

𝑁1𝑁2
∑ ∑ {(𝑋𝑛1𝑛2

)
𝐶𝐹𝐷

− (𝑋𝑛1𝑛2
)
𝐶𝑇

}
2

𝑁2−1

𝑛2=0

𝑁1−1

𝑛1=0

 .  (27) 

Here 𝑋𝑛1𝑛2
 is the concentration or temperature at each grid, 𝑋𝑚𝑎𝑥  is the maximum values in the CFD 

distribution, 𝑁1 and 𝑁2 are the total numbers of meshes along the x- and y-axis set in the measured area, 
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respectively. If the SSD is close to “0”, the two patterns can be considered as almost the same. The ZNCC 

is defined as 

𝑍𝑁𝐶𝐶 =
∑ ∑ {(𝑋𝑛1𝑛2

− 𝑋)
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2𝑁2−1
𝑛2=0

𝑁1−1
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1
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∑ ∑ 𝑋𝑛1𝑛2

𝑁2−1

𝑛2=0

𝑁1−1

𝑛1=0

. (29) 

If the ZNCC is close to “1”, the correlation between the two is high, and they can be considered as almost 

the same. The calculated SSD and ZNSS values are shown in Table V. For all the distributions, the CT 

reconstructed distributions spread more widely than the CFD distributions due to the calculations based on 

limited number of absorbance, as stated in Section 5.2. For that reason, as the number of concentration 

peaks increased, SSD increased and ZNCC decreased. However, even for the worst cases, SSD of 0.060 

and ZNCC of 0.890 were obtained, which were good enough to be considered as almost the same patterns. 

Therefore, it can be said that the CT reconstructed distributions in the chamber agreed well with the CFD 

simulated distributions 

 

Table V SSD and ZNCC of concentration distributions for condition 1-5.  

Condition SSD ZNCC 

1 0.013 0.989 

2 0.026 0.989 

3 0.028 0.973 

4 0.043 0.977 

5 0.060 0.890 

 

Next, we simulated CH4 concentration and temperature distributions in the chamber under non-

uniform susceptor temperature. In this case, distributions in the chamber equipped with the PEEK type 
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susceptor were simulated. The conditions used in the simulations are listed in Table VI, where CH4 

concentration of each port was fixed throughout all the conditions and the heater block temperatures were 

varied. Same as the uniform temperature cases, the distributions were reconstructed with the CT based on 

the 32 spectra calculated from the simulated distributions. Figure 19 shows the results of the CFD and CT 

reconstructed CH4 concentration and temperature distributions. For all conditions, the CFD results show 

the distributions of high concentrations around the port set at 10% and high temperature spots around the 

heater blocks set at 125 °C. The CT reconstructed the CFD distributions well though the spatial resolution 

was not as detailed as that of the CFD. 

Table VI Conditions used for CFD simulation for CH4 concentration and temperature 

distributions. CH4 flow rate for each port and temperature of susceptor main body (PEEK) 

were fixed at 0.2 slm and 25 °C, respectively. 

Condition 
CH4 concentration (%) Heater block temperature (°C) 

Port 0 Port 1 Port 2 Port 3 Block 0 Block 1 Block 2 Block 3 

6     125 25 25 25 

7 5 5 5 10 125 125 25 25 

8     125 125 125 25 

9     125 125 125 125 
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Fig. 19 Comparison of CH4 concentration and temperature distributions between the CFD (left two 

columns) and the CT (right two columns).  

  

To simply compare the CFD and CT, we investigated the distributions along 𝑥 direction at fixed 𝑦. Figure 

20 exhibits the CFD and CT values of condition 9 versus 𝑥  plots at 𝑦 = 21  mm ( 𝑦 = 0  mm) for 

concentration (temperature). The CT agreed with the overall trends of the CFD. As discussed in Section 

5.2, the minimum spatial resolution of CT reconstructed distribution is 20 mm in the 32-laser-path 
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configuration. This is why the CT did not follow the peaks and valleys at around 𝑥 = ±20 mm in Figs. (a) 

and around 𝑥 = ±25 mm in (b). The resolution of the CT can be improved if the path number increases. 

  

(a) Concentration at 𝑦 = 21 (mm)                            (b) Temperature at 𝑦 = 0 (mm) 

Fig. 20 CFD and CT values of condition 9 versus 𝒙 plots.  

 

The calculated SSDs and ZNCCs for condition 6-9 are shown in Table VII. For all conditions, SSDs lower 

than 0.1 and ZNCCs higher than 0.94 were obtained, which means that the CT reconstructed distributions 

agreed well with the CFD simulated ones. From these results, it was confirmed that our CT algorithm works 

well for reconstructing concentration and temperature distributions. 

Table VII SSD and ZNCC of concentration and temperature distributions for condition 6-9.  

Condition 
SSD ZNCC 

Concentration Temperature Concentration Temperature 

6 0.019  0.037 0.987 0.972 

7 0.023 0.058 0.978 0.958 

8 0.021 0.060 0.978 0.959 

9 0.024 0.067 0.976 0.943 
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Chapter 6 CT-TDLAS measurements of CH4 concentration and temperature distributions 

in chamber 

6.1 Experimental system 

CH4 was actually fed into the chamber and the concentration and temperature distributions were measured 

with the CT-TDLAS. The gas flow system is illustrated in Fig. 21. CH4 and N2 were introduced into the 

chamber, and their flow rates were regulated by mass flow controllers. The pressure in the chamber was 

regulated by a back pressure regulator. The cables for thermocouples and heaters for regulating the heater 

blocks passed through an exhaust pipe below the chamber, and were extracted through cable extraction 

ports in order to seal off the inside the pipe. 

 

Fig. 21 Gas flow system. 
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6.2 Concentration distribution measurement 

CH4 concentration distribution in the chamber under a uniform susceptor temperature. The aluminum type 

susceptor was used in this experiments. We fed CH4 of 10% from one of four inlet ports and N2 from the 

other three ports. Gas flow rate per one inlet port was set at 0.5 slm. Pressure in the chamber and temperature 

of the susceptor were fixed at 760 Torr and 40 °C, respectively. We performed the experiments four times, 

changing the location of CH4 inlet port as shown in Fig. 22. 

 

Fig. 22 Conditions of CH4 concentrations and flow rates for concentration distribution measurements 

 

Figures 23 (a)-(d) show the CH4 concentration distributions in the chamber measured by the CT-TDLAS. 

All distributions showed concentration peaks around the location of CH4 inlet ports. However, the patterns 

of distributions around the inlet ports were obviously different depending on their location, although all the 

inlet ports were configured with cyclic symmetry about the center of the chamber and the conditions besides 
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it were all the same. The concentration close to 10% was widely distributed in Fig. 23 (d). On the other 

hand, the peak concentration was very low and the concentration hardly spread in (b). These results 

indicates that the flow impedances of the exhaust holes on the susceptor were different in accordance with 

their locations; the flow impedance was the lowest at the exhaust hole below port 1, and became higher in 

the order of 2→0→3. The cause of the difference can be considered that bundles of thermocouple and 

heater cables passing through the exhaust pipe under the susceptor interrupted the exhaust gas flow as 

shown in Fig. 24. As the deployment of the cables was not isotropic, the difference of distribution patterns 

occurred. By the c CT-TDLAS measurements, we could find the unexpected gas flow in the chamber. 

 

Fig. 23 CH4 concentration distributions in the chamber measured with the CT-TDLAS. 

(a)-(d) correspond to conditions A-D, respectively.  
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Fig. 24 Backside of the susceptor. The red and yellow cables are 

thermocouples, and the white cables are heater cables. 

 

6.3 Simultaneous measurement of concentration and temperature distributions 

CH4 concentration and temperature distributions in the chamber were simultaneously measured with the 

CT-TDLAS. The PEEK type susceptor was used in this experiment. CH4 was fed into the chamber for 

various temperature settings of the heater blocks on the susceptor. The feeding CH4 concentrations were 

fixed as 10% for one port, and 5% for the other ports. Figure 25 shows the settings of feeding CH4 

concentrations and locations of the heater blocks on the susceptor. The settings of the block temperatures 

are listed in Table VIII.  

Figure 26 shows the measured results. In the concentration distributions of all conditions, high 

concentrations were observed around the port 3, though overall concentration levels were higher than the 

CFDs. The reason is considered that the vacuum powers of the exhaust holes were influenced by the flow 

impedance of the downstream pipe and were weaker than considered in the CFD, as discussed in Section 

6.2. In the temperature distributions, high temperature spots around heater blocks set at 125 °C were 

observed. In condition H, although all heater blocks were set at 125 °C, the measured temperature around 

the block 3 was higher than temperatures around other blocks. To check the validity of the results, CH4 
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temperatures were measured with thermocouples when CH4 was fed under the same conditions. Four 

additional thermocouples were introduced on the susceptor through the exhaust holes, and placed on the 

four heater blocks. The heads of the thermocouples were stood to measure CH4 temperature directly over 

the heater blocks. The length of the standing head was 5-7 mm. (In this case, simultaneous CT-TDLAS 

measurement was not available as the standing heads interrupted the laser beam.) The temperatures 

measured with thermocouples and the CT-TDLAS together with the setting temperatures are summarized 

in Fig. 28. The CT-TDLAS values in this figure are temperatures at the center of heater blocks. The 

measured temperatures do not coincide because the locations were slightly different between the two tests. 

However, the overall trend of measured temperature distributions agreed well. Especially in condition H, 

the temperature around heater block 3, which was higher than those of other blocks in the CT-TDLAS 

measurement, was also higher in the thermocouple measurement. From these results, the validity of the CT-

TDLAS measurement was confirmed. The fact that the temperature around one heater block was higher 

than others means that CH4 temperature distribution over the susceptor was not completely determined by 

the temperature settings of the heater blocks. Other factors such as the characteristics of the chamber 

structure or the gas heat transfer could affect it. Therefore, to regulate the temperature distribution in the 

chamber, adjusting various parameters based on the measured results of the CT-TDLAS is significantly 

important. On the other hand, as the concentration distributions in Fig. 26 were almost the same, the 

variation of the temperature distribution gives almost no impact to the concentration distribution.   

 

Fig. 25 Settings of CH4 concentration and locations of the heater blocks on the susceptor. 
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Table VIII Settings of heater block temperatures 

Condition 
Temperature (℃) 

Block 0 Block 1 Block 2 Block 3 

E 125 25 25 25 

F 125 125 25 25 

G 125 125 125 25 

H 125 125 125 125 

 

Fig. 26 CH4 concentration and temperature distributions measured with the CT-TDLAS. (a)-(d) 

correspond to conditions E-H, respectively. 
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(a)  

 

(b) 

Fig. 27 Thermocouples set on the heater blocks. (a) Standing thermocouple heads set on 

heater blocks. (b) Susceptor with thermocouples equipped to the chamber. 
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Fig. 28 CH4 temperatures around heater blocks measured with CT-TDLAS and thermocouples. (a)-(d) 

correspond to the conditions E-H, respectively.  

 

Chapter 7 Conclusion 

 In this study, we applied the CT-TDLAS to measure CH4 concentration and temperature distributions in 

the semiconductor chamber. After the validity checks of the CT-TDLAS using the five-fold concentric 

cylinder or the CFD simulations, CH4 was actually fed into the chamber and the concentration and 

temperature distributions were measured. In the concertation distribution measurements under a uniform 

temperature, concentration peaks according to the locations of CH4 inlet ports were observed. However, the 

distribution patterns around the inlet ports were obviously different depending on the locations although 



- 40 - 
 

the inlet ports were configured with cyclic symmetry. The results indicates the flow impedances of the 

exhaust holes were different depending on the locations due to the gas flow interruption by bundle of 

thermocouples and heater cables. In the simultaneous measurements of concentration and temperature 

distributions, high temperature spots according to the locations of heater blocks set at high temperature 

were observed. However, the temperatures of the high temperature spots were different depending on the 

block locations although the temperature settings were all the same. In this way, measured CH4 

concentration and temperature distributions were different from the ones expected from the chamber 

structure or parameter settings. The results indicates that the CT-TDLAS measurements is indispensable to 

know actual gas states in the chamber.   

Throughout the experiments, the basic performance of the CT-TDLAS measurement for 

semiconductor process applications was confirmed. Although the conditions of measured gas species and 

chamber pressure were limited, the CT-TDLAS studied in this work can have some applications for 

semiconductor process. For example, it can be used for the diagnosis of gas flow or temperature 

distributions regarding brand-new chambers or chambers under maintenance. We believe the application 

will certainly contribute the refinements of process. However, to apply the CT-TDLAS to process 

monitoring of the actual dry etching and improve the CD uniformity described in Chapter 1, some technical 

hurdles still remains. (1) Most gas species used in the dry etching have absorption peaks in the MIR 

wavelength region. To measure the gas distributions, the CT-TDLAS system to collect the MIR spectra 

have to be established. In that case, the parts including a laser source, detectors, and optical fibers have to 

be changed. (2) The dry etchings are generally implemented at less than 1 Pa. To collect absorption spectra 

in such low pressure conditions, the sensitivity improvement of the CT-TDLAS system are required. (3) To 

control the dry etching based on the CT-TDLAS measured distributions, fast processing determining the 

distributions for one second or less is necessary, although the current CT algorithm takes several seconds. 
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If these technical hurdles are overcome, the application window of the CT-TDLAS for semiconductor 

process can be largely broaden. These tasks are left to our future work.  
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