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Abstract

In recent years, the world endured natural disasters in common, taking out hundreds of physi-

cal network devices, disconnected numerous vital communication and electricity cables. In order

to cope effectively with post-disaster emergency situations, verify the safety of people, facili-

tate information sharing in the vicinity, and provide communication services, network recovery

mechanisms must be improved. Therefore, the vital features of computer networks available for

disaster situation is reliable, fault tolerance and self-configurable. As a basis of such a system,

wireless mesh networks (WMNs), which aim at becoming a key practical communication solu-

tion to provide higher reliable network infrastructure for numerous emergent applications, have

attracted much attention. Moreover, by adopting the capabilities of ad-hoc, such as dynamic self-

forming, and self-healing, WMNs can accomplish flexible network architecture, easy deployment

and configuration, fault tolerance, mesh connectivity, and network resilience.

However, most of the existing works are based on IEEE 802.11 ad-hoc mode and considered as

unpractical, so that developers give much attention to the widely-used IEEE 802.11 infrastructure

mode because of easy practical usage and cost reduction. In WMNs based on infrastructure-mode,

the mesh routers are divided into an access point (AP) that can typically connect to many stations

(STAs) and a STA that can connect to only one AP. All mesh routers are likely to transmit an

information data to a wired backbone network zone via their serving gateways (GWs). Different

from the ad-hoc mode, in the infrastructure mode, each interface must decide its working mode;

AP or STA. An interface in AP mode can connect to any number of interfaces in STA mode. To

the contrary, an interface in STA mode can connect to only one interface in AP mode. This causes

another challenge in WMNs.

In this thesis, we propose an effective method to reconstruct a WMN based on the IEEE 802.11

infrastructure mode in disaster situation, comprising of one or more GW routers and mesh routers.

Some mesh routers go down due to a disaster occurrence. As a result, some other routers can be

isolated from the wired network. The proposed method makes an association isolated routers with

the wired network using spare APs and all mesh routers including spare AP must be converged

in the standard IEEE 802.11 infrastructure mode.
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To achieve our goal, we first develop a spare AP placement method that mainly focuses on

discovering an adequate location for a spare AP and making all the isolated routers reachable to

the wired network. It has the following two phases; connectivity restoration phase and rerouting

phase. In the connectivity restoration phase, we formulate received signal strength indication

(RSSI) based localization algorithm to find the optimal point for placing the spare AP. In the

rerouting phase, each isolated router can assign an appropriate infrastructure mode such as AP

and STA to its interfaces in order to establish neighbor association so that it can be converged as

having a potential route to the wired network. Furthermore, we consider that only public workers

without any experience with wireless communication technologies must decide upon the adequate

locations for spare APs and install them.

For the spare AP placement method, we still need to make a potential route of an isolated router

practical. Furthermore, it leads us to elaborate an interface mode assignment method that decides

which mode is suitable for an interface of an isolated router to establish an association with its

neighbor router in order to enable all the isolated routers reachable to the wired network via a

GW router. This method is invoked after a spare AP has been installed. It consists two phases

including tentative routing and interface mode selection. In the tentative routing phase, each iso-

lated router can discover a route to a GW in a distributed manner. In the interface mode selection

phase, each isolated router can automatically form its neighbor connection in an infrastructure

mode along its route to the GW. Consequently, all the isolated router should be reachable to the

wired network working in the infrastructure mode.

We show the results of performance evaluations to prove the effectiveness of both methods. In

addition, the results of field trials express the feasibility of the spare AP placement method.

Keywords

wireless mesh network, infrastructure mode, disaster, reconstruction
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1 Introduction

In the last decades, numerous of man-made and natural disasters occurred, causing physical

damage, electricity outage, and traffic congestion. If the disaster-affected area had been accurately

defined and information sharing in the vicinity was possible, recovery/response would likely have

been much improved.

Therefore, researchers have been studying the deployment of robust network infrastructure for

disaster information systems for more than a century, which has the goal being to transmit in-

formation at all stages of an emergency, including disaster mitigation and citizen preparation.

In addition, from the practical aspects of the network infrastructures of the disaster system, we

should assume the core capabilities such as wireless connectivity in wide range, ease of use, low

cost, and so on. It is also essential to restore the network infrastructure swiftly. Mobile base

stations, local switches and transmission medium may undergo major damage in disasters. In or-

der to respond effectively to post-disaster emergency situations, verify the safety of individuals,

facilitate information-gathering, and provide means of communication, infrastructures should be

recovered by employing every possible means. From the viewpoint of network resilience and

recovery (NRR), the above two issues are considered fundamental and crucial. Preventing, mit-

igating, or circumventing congestion in an emergency situation and minimizing disruption to

communications in the event of infrastructure damage are two major objectives of NRR. [1, 2, 4–

6].

For these reasons, wireless mesh networks (WMNs), which aim at becoming a key practical

communication solution to provide a higher reliable network infrastructure for numerous emer-

gent applications, have also attracted much attention of many researchers. Moreover, by adopting

the capabilities of ad-hoc, such as dynamic self-forming, and self-healing, WMNs can accomplish

flexible network architecture, easy deployment and configuration, fault tolerance, mesh connec-

tivity, and the NRR.

However, these kinds of ad-hoc mesh networks are considered to be unpractical infrastructure

since the ad-hoc mode suffers from the following three issues: (1) smartphones do not support

ad-hoc mode; (2) supporting the ad-hoc mode is inefficient since every device needs additional

MANET (Mobile Ad-hoc NETwork) protocols for routing and address resolution; (3) mobile

device vendors and operating system developers give much attention to the widely-used IEEE
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802.11 infrastructure mode due to ease of practical use and cost reduction.

In this kind of infrastructure-mode based WMNs, the mesh routers are divided into an access

point (AP) that can typically connect to many stations (STAs) and a STA that can connect to

only one AP. All mesh routers are likely to transmit an information data to a wired backbone

network zone via their serving gateways (GWs) [1, 2, 4–6]. Different from the ad-hoc mode, in

the infrastructure mode, each interface must decide its working mode; AP or STA. An interface

in AP mode can connect to any number of interfaces in STA mode. To the contrary, an interface

in STA mode can connect to only one interface in AP mode. This causes another challenge in

WMNs [3].

Since a disaster strikes, some mesh routers go down so that some other routers can be isolated

from the wired network. It is significant that the WMN should be recovered and reachable after

the disaster as soon as possible. Suppose that local recovery cannot be performed to provide

communication for the isolated routers to reach the wired network so that the isolated routers

should be reachable to the wired network autonomously. Therefore, the main goal of our study

aims to deploy an effective method to provide self-reconstruction of the standard IEEE 802.11

infrastructure mode based mesh network in a disaster situation. Specially, an isolated router are

range out of a connected router so that it needs a spare AP to make an association with a serving

GW.

At first, by interviewing public workers, we noticed the following requirements/constraints

with regard to mesh network recovery. (1) The number of available spare APs and portable bat-

teries are limited. (2) Firefighters and/or members of the self-defense forces can survey disaster-

affected areas to identify locations for spare AP placements while their original activity. (3) Public

workers, who may not be well-versed with wireless communication technologies, can nonetheless

install the spare AP(s).

Considering these requirements/constraints, we propose a self-reconstruction method of WMN

based on the IEEE 802.11 infrastructure mode in disaster situation using as minimum as spare

APs. More specifically, we aim to highlight practical aspects of the study. Hence, we need to

address the following two key issues; (i) how to accurately discover adequate location of spare

APs, (ii) how to tackle which infrastructure mode is suitable for each interface of isolated mesh

router to achieve a full converged and recovered network.

To achieve our goal by dealing with the above two issues, we first elaborate a spare AP place-

ment method that has two phases: connectivity restoration phase and rerouting phase. In the

connectivity restoration, this phase determines an adequate point for the installment of a spare

AP using a Received Signal Strength Indicator (RSSI) based ranging and positioning algorithm

for making an isolated router associate with a reachable/connected router to a GW.
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In a whole process of the method, at first, public workers, typically firefighters, trace RSSI val-

ues from the isolated routers using their smartphones while going through disaster area for inves-

tigation and/or rescue. The collected data enables to estimate transmission range of the isolated

routers and find overlapping transmission ranges between isolated and reachable routers in order

to determine the adequate location for spare APs. Then, a spare AP is installed at an adequate

point that can be the central point of an overlapping transmission range. Therefore, we should

formulate a RSSI-based ranging and localization algorithm for our method. The algorithm, con-

sequently, should accomplish a fully reconstructed mesh network, where all the isolated routers

have connected to the connected region via as much as minimum spare APs. In the rerouting

phase, each isolated router should select which infrastructure mode is suitable for its interface

in order to establish neighbor association with a connected router. Furthermore, we consider

that only public workers without any experience with wireless communication technologies must

decide upon the adequate locations for spare APs and install them.

Second, we present an interface mode assignment method that decides which mode is suitable

for an interface of an isolated router to establish an association with its neighbor router in order to

enable all the isolated routers reachable to the wired network via a GW router. This method is in-

voked after a spare AP has been installed. It consists two phases including a tentative routing and

an interface mode selection. In the tentative routing phase, each isolated router needs to discover

a next hop router reachable to the wired network in a distributed manner. In the interface mode

selection phase, each isolated router can automatically form its neighbor connection in an infras-

tructure mode along its route to the GW. Consequently, the mesh network is fully reconstructed

when the interface mode selection phase is complete.

The performance of the spare AP placement method was evaluated in two assumed network

topologies such as a partial mesh and full mesh to show the effect. Moreover, the performance of

the interface mode assignment method was evaluated in an assumed WMN with or without spare

AP. In addition, fundamental and disaster field experiments are executed to confirm the feasibility

of the spare AP placement method.

In chapter 2, we introduce some past literature works. In chapter 3, we discuss proposed meth-

ods; (1) Spare AP placement method and (2) Interface mode assignment method. In addition, we

present performance evaluation results for each proposed method separately. Chapter 4 shows the

feasibility of the spare AP method via field trial. Finally, chapter 5 states discussion, conclusion

and future work.
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2 Related Work

Many past related works have made large contributions to the development of WMNs for use in

the unlicensed spectrum at low cost by considering multiple characteristics such as self-forming,

self-configuring, and self-healing. Hence, these features make the use of WMNs advantageous in

terms of low upfront cost, easy network maintenance, robustness, and reliable service coverage,

in particular for public safety and emergent applications. In the following sections, each related

work is introduced.

2.1 Outline of WMNs

In this section, we describe main features of WMNs including network design, characteristics,

and applications at first. Next, routing algorithms in WMNs are introduced. Especially, some

distributed routing algorithms are explained briefly.

[1] assumes that WMNs are defined as a key technology among wireless networks. In WMN,

nodes are mesh routers and clients in Fig. 2.1. Self-organizing, self-configuring, and self-healing

abilities allow each node to establish mesh connectivity. WMN has a great opportunity of working

with other networks such as the Internet, cellular, IEEE 802.11, IEEE 802.15, IEEE 802.16,

and sensor networks. Moreover, mesh GW and bridging technologies play a key role of their

integration. Therefore, an integrated WMN is utilized for the applications of a variety of networks

such as broadband home networking, enterprise networking, metropolitan area networks, and

wide area networks.

[2] also explains the main infrastructure of WMNs and highlights on the importance of the

efficiency of WMNs design including fixed and unfixed topologies. For the fixed topologies

based approaches, the performance of a multi-channel and multi-hop WMNs can be improved

by solving the issues in terms of routing metric, channel assignment, and interference. In the

unfixed topologies approaches, there are two classifications such as fixed-gateways and unfixed

gateways. To improve the optimization of such topologies based approaches, links capacity and

optimal placement of APs for a required area are considered. In addition, although there are many

challenges and opportunities, layered protocols and cross-layer design are applied to a variety of

applications.
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Figure. 2.1: General Architecture of WMN

[4] and [5] show improvements in the performance of WMNs using directional antennas. To

reduce transmission delay of multi-radio multi-channel (MR-MC) WMNs, they consider optimal

antenna beam selection and scheduling algorithms for creating a broadcast routing tree from a

root to other nodes [6]. [7] indicates that using directional antenna in MR-MC WMNs allows to

construct a robust topology rather than using omnidirectional antenna.

[8] shows the comparison results of the common routing algorithms such as AODV, zone rout-

ing protocol (ZRP), and DSR in ad-hoc based WMNs under disaster situation. AODV protocol

shows good implementation result compared to others in all four cases. In [9], routing proto-

cols play an important role to increase WMNs efficiency and reliable. They consider distributed

routing protocols have many advantages than centralized routing protocols.

2.2 WMNs based on ad-hoc mode with disaster considera-

tion

In last decades, the world has faced natural disasters such as hurricanes, earthquakes, floods,

and tsunamis, causing numerous casualties, damage to properties, and destruction of millions

of homes and businesses. Therefore, WMNs are actively studied as disaster-resilient networks

and have become a key practical communication solution to provide higher resilient network

infrastructure for use in the unlicensed spectrum and at low cost based on the IEEE 802.11 ad-

hoc mode by considering multiple characteristics such as network design, scalability, quality of
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service, and fault tolerance in the last decades.

For this purpose, [10] highlights the WMN in ad-hoc form with self-organizing, self-forming,

and self-healing characteristics. In addition, they aim at deploying four types of communication

infrastructures including personal area networks (PANs), an incident area network (IAN), a juris-

diction area network (JAN), and extend area networks (EANs) in a major crisis situation as well

as note their two kinds of requirements for functional and performance. As a result, the current

WMNs are not good enough to provide the requirements of public safety and crisis management

communication in terms of scalability and quality of service (QoS). In a case that these limitations

get overcome, WMN technology can be a major network infrastructure for emergent situations.

With the capabilities of ad hoc networking, WMNs can accomplish a main network architecture

for public safety and crisis management communications.

[11] presents the results of a real mesh test bed deployed on a campus to improve ad-hoc

WMN survivability in a disaster scenario. [12] shows that a multi-channel and multi-radio ad-hoc

WMN can achieve high capacity compared to dual-radio and single-radio WMNs. In particular,

these features make the use of WMNs advantageous in terms of low upfront cost, easy network

maintenance, robustness, and reliable service coverage [13]. Wireless virtualization mechanisms,

namely wireless multi-hop access network virtualization are applied to a tree-based mobile ad

hoc network (MANET) architecture for disaster recovery. At first, a node connects to an internet

gateway as a common STA. After that, it transforms into virtual AP working as a bridge between

isolated nodes and the internet gateway [14, 15].

[16] considers a reliable routing technique for disaster recovery. Using reliable routing tech-

nique has been given the simulation results of high performance and guaranteed reliable packet

delivery at a destination device using network simulator version 2. [17] designs and implements

an experimental test-bed of WMN with a highly de-centralized architecture and small unmanned

aerial systems. They offered disaster tolerant WMNs with three features according to the level of

disaster affected areas:

• To maintain communication services using survived nodes and links under partial damage

in the network.

• To maintain local communication services under the loss of links to the Internet or core

networks and the damage of servers in the Internet.

• To recover a part of communication links rapidly to the isolated areas where road and

network infrastructure are totally damaged.

[18] shows the comparison results of the common routing algorithms such as AODV, ZRP, and

DSR in ad-hoc based WMNs under disaster situation. AODV protocol shows good implementa-
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tion result compared to others in all four cases. In the experiment of [19], at first, they introduce a

kind of mesh network called “NerveNet” and show how it was used for disaster recovery after the

Kumamoto earthquakes. An SDN-based resilient architecture against disaster failures has been

designed in which an algorithm proposes for geographic-based backup topologies generation and

splicing considering the load distriburtion between nodes [20].

Although the above research works are essential, there are still some limitations of the use of

WMNs with the IEEE 802.11 infrastructure mode.

2.3 Reconstruction Approaches for WMNs

In this section, according to the assumption of fault tolerant approaches for recovering WMNs

in a failure situation, the investigations and implementation were conducted. Specifically, link

failure approaches have been considered.

[22] shows the fault tolerant base station planning algorithm in WMNs and places base sta-

tions on adequate locations based on radio coverage information. The algorithm allows to handle

link failures among different base stations and clients. [23] assumes reconfiguration approach

named autonomous reconfiguration system improving the performance of WMNs using neces-

sary changes in channel assignment to avoid a link failure. [24] studies numerous reconfiguration

techniques of two main approaches such as neighbor discovery mechanism and cross-layer ap-

proach. Greedy channel assignment method among their techniques successfully handled link

failures by monitoring link quality, whereas another [25] reviews fault tolerance issues, such as

link failures in different types of WMNs. Additionally, in [25], a fault tolerant system has major

three steps including fault detection, diagnosis and recovery in case of link and node failure.

[26] presents an enhanced reconfiguration system to recover WMNs from link failure. In a

whole process of the system, the quality of links of each node is accurately monitored in a dis-

tributed manner and quality of service (QoS) satisfiable reconfiguration is performed. [27] im-

plements ARS in a Linux operating system for reconfiguration of WMNs and evaluated it in a

testbed. In [24], they survey an issue related to the estimation of reliable data transmission in

WNMs. The mechanism they propose includes multi-path routing and random network coding

techniques in order to improve the conventional method of coding nodes selection. However, the

biggest challenge pertaining to WMN infrastructure is resolving impracticalities such as the lack

of IEEE 802.11 control frames and connectivity availability to unlicensed mobile devices (e.g.,

smartphones, laptops, and so on).
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2.4 Wireless Node Localization Techniques

Wireless node localization techniques are often used for Wireless Sensor Networks (WSNs).

All algorithms of localization techniques are totally classified in two groups of “range-free” (al-

gorithms not based on distance measurement)) and “range-based” (algorithms based on distance

measurement) localization. The range-based techniques are usually applied for localization be-

cause the accuracy is better than range-free method. However, range-free method has an advan-

tage such as cost-effective, especially for large-scale networks [30].

Therefore, we study more about the range-based techniques. In the range-based algorithms,

there are four classification based on measurements to calculate the distance or angle between

sensors (point-to-point measurement) and usually need extra hardware for localization and pro-

vide information on a specific signal: (1) Time of Arrival (TOA); (2) Angle of Arrival (AOA);

(3) Time Difference of Arrival (TDOA); (4) RSSI; Although each method has its advantages and

disadvantages, the RSSI-based localization techniques do not require additional hardware that

other techniques. Usually a device’s location is usually estimated by monitoring a distance de-

pendent parameter such as wireless signal strength from a base station whose location is known.

In practical deployments, signal strength varies with time and its relationship to distance is not

well defined so that accuracy is not enough for the RSSI-based technique. However, it is of-

ten used for localization in a variety of wireless technologies. A localization process is done by

two steps: ranging and position computation. In ranging step the distance between two nodes

(unknown position node and known position node) is computed by some method such as TOA,

TDOA, RSSI, or AOA. In the positioning step the location of unknown node calculated by some

methods such as Trilateration or Triangulation (based on geometric principle in triangles by using

distance or angle information) [31].

Also, the range-based algorithms can be executed in two manners including centralized and

distributed. Generally, centralized algorithms can be used when we need more accuracy while

distributed algorithms have better scalability. In the centralized approach, we have a powerful

central-base server node that the other sensor nodes communicate with and the central server

node does the computation and sends localization information to the other sensor nodes. In this

method, after sending data (measurements) from the sensor nodes to the server (it needs a database

for saving received signals and computational data), they must receive acknowledge. This method

reduces the problem of computation in sensor nodes and gives possibility to execute more com-

plicated algorithms. However, the communication cost and scalability are some limitations and

possibility of sensor node or central node failure are two issues. In some applications such as

monitoring patients, controlling home, monitoring humidity and temperature in precise agricul-

ture with central architecture, it is easy to use centralized localization. There are three common
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algorithms in centralized localization.

• MDS-MAP: First, the shortest path distance between a pair of nodes is computed to con-

struct a distance matrix for MDS and then, by applying classical MDS to the distance ma-

trix, a 2D or 3D relative map is created. Second, given anchor nodes transform the relative

map to an absolute map.

• Localization node based on simulated annealing: This algorithm is used to gather an esti-

mate of location of the localizable sensor node based on other information of the neighbor

nodes in the system. Any errors caused by flip ambiguity is omitted.

• A RSSI-based centralized localization: this algorithm is based on signal attenuation to de-

fine distance. It is practical and self-organized program but uses more power to send much

information to the central server. First, RF (Radio Frequency) mapping of the network is

built by storing RSSI value of transmitted packets between the two anchors. Second, all the

recorded RSSI values are used for creation of the ranging model. Finally, an optimization

problem is solved and provides the position of the nodes for centralized localization model

[29].

In the distributed localization approach, computation for positioning does not rely on one sin-

gle node. Each sensor node has small memory and small processing time (limited processing

potential). It means that the algorithm must be simpler than centralized approach and sensors

communicate with each other to find their location in the network. There are six common algo-

rithms in distributed localization.

• Beacon-based distributed algorithms: In the algorithms, a group of nodes with unknown

positions finds their locations by using measured distance to the other nodes using bea-

con messages. There are two kinds of algorithms such as Diffusion, Bounding Box and

Gradient in common [29].

• Relaxation-based distributed algorithms: In the algorithms, a coarse algorithm is used to

reach an optimal solution, working in some refinement stages. Spring model and Coopera-

tive Ranging Approach belong to such kind of category [29].

• Coordinate system stitching based distributed algorithms: In the algorithms, an area of

sensors is firstly divided into small overlapping optimal local maps and then the local maps

merge into a single map using cluster based approach [29].

• Hybrid localization algorithms: Such kinds of algorithms use two different localization

techniques such as MDS (multidimensional scaling) and APS (ad-hoc positioning system)

to decrease communication and computation cost [29].
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• Interferometric ranging based localization: the main idea of this algorithm is to use two

transmitters to create interference signals and then measure the composite signal frequency.

Although the measurement of the algorithm is very accurate, it may limit localization to the

small networks since Interferometric ranging needs a large set of measurements [29].

• Error propagation aware localization: this algorithm is based on integration of path loss and

distance measurement error model. When a sensor node (with unknown position) finds its

position with WLS (weighted least square), the algorithm becomes an anchor node (with

known position) and broadcasts its information. This process continues until all sensors

become anchors [29].

Above all, the RSSI-based ranging and positioning techniques in WMNs, considering RSSI

characteristics, algorithms, and challenges.

The RSSI-based techniques estimate the distance between a sensor node and receiver with an

antenna which can accurately measure the signal strength. It is based on a propagation signal

model. After defining the transmitted signal power, antenna gained power and effects of different

source of propagation error make possibility for localization. The relation between signal strength

and distance is (Signalstrength ∝ 1/d2). RSSI: is a measurement to show the condition of

received signal strength in the anchor nodes and it is used in most of the wireless communication

standard [30]. Theoretically, RSSI is a function of distance, affected by environment. In the RSSI

techniques, the unknown sensor node broadcast frames to the other sensors in the communication

area and then the distance is calculated based on received RSSI values. The relationship between

the distance and the value of RSSI is regressive so that more the distance between unknown node

and anchor increases indicates less the value of the RSSI will decrease in Eq. (2.1).

Pr(d) = Pt +Gt +Gr + 20 log10(
λ

4πD
) (2.1)

In Eq. 2.1, Pt and Gt denote transmission power of antenna and antenna gain of transmitting

signal, respectively in dBm or dB. Pr and Gr denote reception power of antenna and antenna

gain of receiving signal, respectively in dBm or dB. d is the distance between transmitting and

receiving antennas and λ is signal wavelength. In real environment, the RSSI-based localization

techniques do not indicate very accurate result when using the antenna gains so that a path loss

model is considered in Eq. (2.2), where PL(d) indicates the path loss of the receiving signal

when the measuring distance is d [m]. δ is the random shadowing effect in dB, which may have

a different value at each anchor point. β is the path loss exponent and its value is various in

different environment in Table. 2.1 [31, 32].

PL(d) = PL(d0) + 10β log(
d

d0
) + δ (2.2)
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Table. 2.1: Path Loss Exponent
Environment Path Loss Exponent

Free Space 2

Urban area cellular radio 2.7-3.5

In-building LOS 1.6-1.8

Obstructed in-building 4-6

Shadowed urban area 3-5

[40] presents the free space propagation model where the line of sight path is assumed without

any obstacle, as shown in Eq. (2.3).

Pr

Pt

= [

√
Gt ∗Grλ

4πd
]2 → Pr(d) =

PtGtGrλ
2

(4π)2d2
(2.3)

2.5 WMNs based on infrastructure mode

The WMNs based on the standard IEEE 802.11 infrastructure mode is a vital consideration

of studies. Therefore, in this section, we focus on some related works that cover the standard

IEEE 802.11 infrastructure mode assignment approaches. The approaches can be categorized

into centralized and distributed.

We focus on [42–46], which presented experimental results on WMNs with IEEE 802.11 in-

frastructure mode. A prototype of meshcluster network architecture is implemented using mul-

tiple radios such as 802.11 and 802.16 communications and highlighted routing/monitoring of

it [42]. [43] addresses client-side transparency characteristics in an mesh networking architec-

ture named iMesh, in which APs not only build multi-hop interconnections between each other

with wireless distribution system (WDS) links, but also provide seamless network connection

to clients. [44] shows that the transmission range of single AP can be improved using a WDS

technology. [45] dedicates a mobile ad-hoc Wi-Fi (MA-Fi) architecture comprising a two-tier hi-

erarchy of router nodes (RONs) and STAs. RONs are responsible for assigning the AP mode and

the STA mode to two virtual interfaces on the single physical radio interface. In the performance

evaluation, MA-Fi outperforms ad-hoc mode communication and offers throughput comparable

to Wi-Fi even over multiple hops. Nodesjoints [46] is formulated for tree-based MANET in IEEE

802.11 infrastructure mode. In [47], a station can connect to a software-based AP via Wi-Fi

direct.

[48] considers communications in both infrastructure mode and ad-hoc mode. [50] assumes

both Wi-Fi ad-hoc and Wi-Fi-Opp in static and mobile forms and compared their simulation
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results. [49] aims to increase transmission speed for sharing information between nodes in an

opportunistic infrastructure-based Wi-Fi networks. They showed the advantages of the proposed

approach as comparing the Wi-Fi-Opp method. However, [48–50] are not available with disaster

recovery system.

Previous studies not only discuss but also recommend various ways to build a robust city-wide

WMN infrastructure by studying a broad range of WMN characteristics such as coverage, con-

nectivity, planning, multipath effect, and interference. However, the biggest challenge pertaining

to the Wi-Fi mesh network based on the IEEE 802.11 infrastructure mode is resolving imprac-

ticalities such as the lack of 802.11 control frames and connectivity availability to unlicensed

mobile devices (e.g., smartphones, laptops, and so on).

For these reasons, we focus on the studies by [43] and [45], which present experimental results

on IEEE 802.11 infrastructure mode-based WMNs.

In [51], a drone-based WMN has been designed and implemented to provide high speed Wi-Fi.

The drone in AP mode can transmit video data with the rate of 80 Mbps at distance of 60 m.

[52] also designs 802.11 infrastructure based network architecture and combines a WDS to pro-

vide a connection between APs for peer-to-peer metropolitan medical response system (MMRS).

It deploys and access mesh network where several APs make association each other using WDS

and connect to their clients in STA mode using the standard 802.11b infrastructure mode. In

performance evaluation, TCP data and UDP data are transmitted successfully between the clients

placing at the distance of 1000 feet.

In [53], therefore, Tree-based disaster recovery access network is designed and implemented

for reconfiguring disconnected links, where nodes have been equipped a virtual interface in AP

mode based on the software-based access node (SAN). Windows-based laptops are used for the

nodes. Experiment evaluation is performed three nodes MN1, MN2, and MN3 connected in

a row and MN1 is used for a GW node to a real AP in a backbone network. Suppose that the

link MN1-MN2 is failed, MN2 can make a new association with the real AP as updating its

connectivity status table where its neighbor information is in. Round trip time and packet loss

have been estimated.

In addition, in [54], MANET routers are designed and implemented for an emergency fire

response system working in a disaster system. In the disaster system, a radio system provides

connectivity between base stations (BSs). Each BS has two wireless interfaces, placed on a fire

engine. One interface works in AP mode and another works in STA mode. To evaluate the system

performance, nine fire engines equipped with the BS transmitted TCP data each other and to two

WINDS satellite stations successfully.

[58] proposes a route reconstruction method with spare APs. It is based on a reasonable idea
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according to interviews with firefighters and civil servants.

Although past research revealed the many advantages of the WMN network infrastructure with

regard to the capabilities of the 802.11 infrastructure-mode, some vital capabilities of ad hoc

mesh networking, such as dynamical self-forming and self-configuration, have not been imple-

mented. Therefore, we propose practical implementation for self-reconstructing WMNs based on

infrastructure mode using spare APs.

As we introduced above, some works construct WMNs with IEEE 802.11 infrastructure mode.

However, they assign interface mode statistically. We try to assign interface mode dynamically in

distributed manner after disaster to a physical interface of a mesh router.
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3 Proposed Methods

3.1 Spare AP Placement Method

3.1.1 Overview

As we mentioned before, fault-tolerant communication infrastructures are essential in a dis-

aster situation. But, the mesh network infrastructure can be destroyed, even if it has disaster

resilient characteristics. Therefore, some mesh routers are going down and some routers may be-

come isolated from the wired network even if they are active. To implement self-reconstruction

capability of the mesh network has a high priority to facilitate effective and immediate disaster

response, wherein additional equipments can be deployed for communication restoration. How-

ever, disaster communication systems, which aim at making self-restoration easy, pleasant, and

efficient by solving the problems of the lack of their utilization in peacetime and the difficulty for

a non-expert to manage them, have gain much attention of the world. Therefore, we have given a

vital emphasis on the development of self-restoring and self-organizing WMN infrastructure that

is able to work in both normal and disaster conditions, using the standard 802.11 infrastructure

mode. Our goal is to identify a way to reconstruct the mesh network by adding the minimum

number of spare APs to provide reachability of all the isolated routers to the wired network via

a GW. Furthermore, we assume that only non-experienced public workers and firefighters should

mainly work with wireless communication technologies.

Our proposed spare AP placement method is to determine one or more required spare AP lo-

cations to get reachable the isolated routers as possible as to the wired network. We also the

following requirements/constraints with regard to mesh network recovery. (1) Spare APs and

portable batteries are limited. (2) Firefighters and/or members of the self-defense forces survey-

ing disaster-affected areas can identify locations for spare AP placements. (3) Public workers,

who may not be well-versed with wireless communication technologies, can nonetheless install

the spare AP(s). Considering these requirements/constraints, we propose a practical method to

reconstruct the network infrastructure using spare APs, allowing the unreachable routers to re-

store their connections to the wired network easily. The main goal of the method is to collect

radio wave signals from the mesh routers using smartphone application. Then, we estimate the
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adequate locations of the spare APs and install them. Finally, the reconstruction is completed as

all the isolated routers have become reachability to the wired network via the GW.

3.1.2 Assumed Network Model

In this section, we present the network model devised for this study. It consists of mesh routers

equipped with two radio interfaces, which can connect to adjacent mesh routers using directional

antenna with a beamwidth of 60◦. Note that we assume the use of a kind of patch antenna due

to cost constraints. Each interface supports the IEEE 802.11 infrastructure mode, and thus, it

works in either the AP or the STA mode. While most mesh routers can be installed on traffic and

street lights, a few of them can be installed in public facilities such as government offices, police

stations, and hospitals, which are considered as gateways (GWs) for providing connectivity to the

management server (MS) in the backbone network via wired connections, as shown in Figure 3.1.

Figure. 3.1: System Architecture

More specifically, we show an assumed network model in Figure 3.2. Simply put, it is a

standard IEEE 802.11 infrastructure mode based multi-hop wireless mesh network architecture

consisting of a multi-channel WMN core. It is connected to a wired backbone network through

a GW equipped with either wireless or wired network interface controllers [1, 11–13]. The mesh

routers maintain themselves autonomously and provide an IEEE 802.11 infrastructure mode sup-

ported service for user terminals without any special configuration and softwares. The GW can

transmit data packets between sets of mesh routers and the backbone network via wired network.

All the mesh routers are placed along the road at a variety of distances from each other. Each

of them has two radio interfaces equipped one or two directional antennas. The black dashed
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arrows indicate the orientations of directional antennas at radio interfaces 1 and 2, respectively.

In addition, the number of channels each router uses simultaneously is equal to the number of

equipped radio interfaces. Consequently, the network, as a whole, uses three different channels

configured in constant conditions. In normal situations, all the mesh routers are reachable to the

backbone network via the GW.

Figure. 3.2: Assumed Network Model

One or more feasible paths must be suggested for each mesh router to reach the GW. Weighted

cumulative expected transmission time (WCETT) is proposed as a link metric for WMNs, which

can be changed depending on the bandwidth, error rate, and channel diversity in a path [58].

Each mesh router selects a primary path with the lowest sum of the WCETT as its best route

in its routing table, and others as feasible paths in the topology table. Thereafter, an interface
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mode selection method should be performed automatically in order to assign either the AP or the

STA mode on their interfaces and then feasible interfaces. Consequently, each neighbor table is

updated with the selected mode information and the convergence process is completed.

3.1.3 Problem Definition

Now, we have an IEEE 802.11 infrastructure mode based mesh network modeled as a con-

nected graph G(V,E) comprising a set of wireless routers V = {v0, v1, ..., vN}, and E = {eij}
is a set of links. An edge eij ∈ E between nodes vi, vj ∈ V exists if and only if they are in their

transmission area each other. Serving GW can provide primary routes for a set of routers to reach

the backbone network. Each node has r radio interfaces equipped with z directional antennas,

which are used for establishing point-to-point communication with their neighbor nodes. The

green and blue small circles indicate radio interface 1 and 2 respectively, whereas the black line

between neighbor routers denotes orientated directional antennas at their radio interfaces. More-

over, for the assumed network infrastructure, each directional antenna has a fixed beamwidth θ.

Then, a beam can be uniquely described by two parameters: its transmitting node and its orienta-

tion [45].

In the case of a disaster event, a large number of mesh routers stop functioning and/or some

directional antennas lose their original angle. Thus, we consider restoring a 802.11 infrastructure

mode based network where one or more mesh routers have lost their connectivity to the backbone

network by using GWs. According to Figure 3.3, V is divided into three sets: C, U , and F .

Routers in C can communicate with the backbone network. U consists of a set of unreachable

mesh routers that have lost their primary routes to their serving GW. F is a set of failed nodes. U

can be divided into some isolated parts (Ui).

We assume that local recovery cannot be performed to provide communication for an unreach-

able router to reach a connected area. In other words, one or more unreachable routers cannot be

connected to a router in a connected area. Therefore, we aim to restore the 802.11 infrastructure

mode based mesh network by establishing network connectivity from isolated mesh routers to

their serving GW using the minimum number of spare APs. Consequently, our core problem lies

in making all the nodes in the set of V \ F ∪ U ∪B (= C ∪ U ∪B) reachable, where B denotes

the set of spare APs.

To achieve this goal, we need to overcome the following two main challenges. One is to

determine optimal locations where spare APs can be installed. The other is to reconstruct a fully

converged 802.11 infrastructure mode based mesh network in which each mesh router has at least

one primary route to a serving GW with the mode selection algorithm.
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Figure. 3.3: Failure Situation

We also assume that the public workers are not experienced in wireless communication tech-

nology. Thus, they can only place a spare AP at the recommended location. This is a reasonable

assumption as per the interviews conducted with public officers. Therefore, we do not use direc-

tional antennas with spare APs. In other words, a spare AP is not able to make neighboring with

any other spare APs, since their interfaces should work in the AP mode.

Formally, each spare AP must connect to at least one router in C and at least one router in U .

We aim to not only determine the adjacent nodes and their routing paths to the wired network,

but also to assign either the AP mode or the STA mode, as far as possible, at their primary links.

On the other hand, we do not focus on channel assignment. Thus, all interfaces are supposed to
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use the same channel hereafter.

3.1.4 Existing Methods

First, we introduce the following parameters for implementing a localization system [38].

1. The objects in the localization system can be relative to each other or absolute to a reference

point and coordinate system, respectively.

2. The localization can be processes periodically or specifically.

3. The initiator of the process can be target node or the anchor nodes.

4. The localization approach can be active (the surrounding objects determine the location of

target node), passive (target node determines its location) or interactive (combination of the

mentioned approaches).

5. The implementation algorithm can be two dimensional or more.

6. The localization system can be fast to track moving object just position static objects.

7. The anchors in the system can be tightly coupled (wired to the central unit) or loosely

coupled (with wireless communication).

8. The system can be centralized (with a central unit for measurement and positioning) or

decentralized (with considering the network traffic management).

In the RSSI-based localization, distance measurement is a crucial and first phase. As we men-

tioned before, path loss shadowing model is used as the mathematical algorithm for measuring

distance. First, the path loss shadowing model is calculated using path loss exponent and refer-

ence loss (measured in 1 meter reference distance) are calculated, as shown in Eq. (3.1.1) and Eq.

(3.1.2). After that the distance is calculated in Eq. (3.1.3) [39].

Path loss shadowing mode:

PL(d) = PL(d0) + 10β log(
d

d0
) +Xδ (3.1.1)

Path loss exponent parameter when d0 is 1m:

β =
PL(d)− PL(d0)−Xδ

10 log(d)
(3.1.2)

Distance:

d = 10
PL(d)−PL(d0)−Xδ

10β (3.1.3)
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In the second phase, the positioning algorithm is used to calculate the coordinates of the

target node. For two dimensions localization the number of anchor nodes should be at least

three anchors. In this method, the coordinates of the anchors (reference nodes) are denoted by

(x1, y1), (x2, y2),…, (xn, yn) and then their distances from the target node d1, d2,…, d3 are cal-

culated using Eq. (3.1). [41].



(x− x1)
2 + (y − y1)

2 = d1
2

(x− x2)
2 + (y − y2)

2 = d2
2

...

(x− xn)
2 + (y − yn)

2 = dn
2

(3.1)

Then, Eq. (3.2) is subtracted from the Eq. (3.1).

x1
2 − xn

2 − 2(x1 − xn)x+ y1
2 − yn

2 − 2(y1 − yn)y = d1
2 − dn

2

x1
2 − xn

2 − 2(x1 − xn)x+ y1
2 − yn

2 − 2(y1 − yn)y = d1
2 − dn

2
(3.2)

The above Eq. (3.2) can be demonstrated as AX = b where A, b, and X are defined by the

following Eq. (3.3), Eq. (3.4), and Eq. (3.5) respectively.

A =


2(x1 − xn) 2(y1 − yn)

...

2(xn−1 − xn) 2(yn−1 − yn)

 (3.3)

b =


x1

2 − xn
2 + y1

2 − yn
2 − d1

2 + dn
2

...

xn−1
2 − xn

2 + yn−1
2 − yn

2 − dn−1
2 + dn

2

 (3.4)

X =

[
x

y

]
(3.5)

The coordinate of the target node is estimated for standard minimum mean square using Eq.

(3.6).

X̂ = (ATA)−1AT b (3.6)
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3.1.5 Phases of Spare AP Placement Method

In this section, we propose a route reconstruction method for restoring Wi-Fi mesh networks.

It has two phases; the connectivity restoration phase and the rerouting phase. Fault management

approaches for WMNs are deployed in order to recover link or node failures [23–25]. Thus, we

assume three major steps of the fault management approach such as fault detection, diagnosis and

recovery in the proposed method. Connectivity restoration phase is responsible for fault detection

and diagnosis. A spare AP is installed at an adequate point in the connectivity restoration phase.

Finally, in the rerouting phase, one or more routes are reconstructed from isolated routers to the

MS.

A. Connectivity Restoration Phase

In this subsection, we propose how to run RSSI-based ranging and localization algorithm.

In the algorithm we propose, the place where RSSI information is collected is defined as an

anchor point. For node vi ∈ (C ∪ U), several anchor points aix(x = 1, 2, ...) are assumed

to be obtained.

Based on the collected data, the MS executes an RSSI-based ranging and localization algo-

rithm. Consequently, we estimate the transmission range of the routers in the first step and

find overlapping transmission ranges between unreachable and reachable routers in order

to determine adequate locations for spare APs in the second step.

Based on the collected data, we aim to estimate the transmission range of the isolated

routers and to find overlapping transmission ranges between isolated and connected routers

in order to determine adequate locations for spare APs. To achieve these objectives, we

need to study wireless node positioning techniques based on RSSI information. In order

to deal with the issues on discovering the location points to install spare APs, we should

formulate a RSSI ranging and localization algorithm.

The RSSI ranging and localization algorithm uses a database which mainly contains RSSI

values of the unreachable routers and their known location information. Eq. (1) shows a

path loss model. In this equation, PL(d) indicates the path loss of the receiving signal when

the measuring distance is d [m]. It indicates the absolute power in dBm. d0 [m] is the

reference distance at which the reference loss is calculated. β is the path loss exponent. In

a free space environment, β is set at 2 [31–33, 40]. δ is the random shadowing effect in dB,

which may have a different value at each anchor point.

PL(d) = PL(d0) + 10β log(
d

d0
) + δ (1)
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Eq.(2) shows the manner of calculation for the path loss for anchor point x.

PL(dx) = PL(d0) + 10β log(
dx
d0

) + δx (2)

In Eq.(3), Px and Pt refer to the signal strength at anchor point x and the signal transmission

power, respectively.

Pt − PL(dx) = Px (3)

Using the measured RSSI values of each anchor point and Pt (which is assumed to be

given), PL(dx) can be calculated. As a result, δx can be estimated using Eq. (4).

PL(dx)− PL(d0)− 10β log(
dx
d0

) = δx (4)

Eq. (5) shows the path loss at the maximum transmission range, denoted as PL(dmax) in

case Pmin denotes the minimum signal strength for reliable packet delivery, which can be

considered to be constant.

Pt − PL(dmax) = Pmin (5)

Consequently, we can also calculate dmaxx , as follows.

dmaxx =
10(

PL(dmax)−PL(d0)−δx
10β

)

d0
(6)

Figure 3.4 demonstrates the manner of estimation of the sector area of a radio interface r

of a router vi using the collected RSSI values, denoted as ωir
x and measured at anchor point

x. Since the coordinates of locations (Xi, Yi) and (Xx, Yx) of router vi and anchor point x

are given, the distance between them is defined as Eq.(7), denoted by dix.

dix =
√

(Xi −Xx)2 + (Yi − Yx)2 (7)

Consequently, we compute the coordinates of locations (XM , YM ) of a point denoted by

M ir
x at dmaxix

using Eq.(8).

XM , YM =

d2maxix
= (XM −Xi)

2 + (YM − Yi)
2

(dmaxix
− dix)

2 = (XM −Xx)
2 + (YM − Yx)

2
(8)

Then, we create a sector area with double θ degree, containing two endpoints Rir
x and Qir

x

as well as the interior point M ir
x . Furthermore, the coordinates of locations (XR, YR) of
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the endpoint Rir
x and the coordinates of locations (XQ, YQ) of another endpoint Qir

x are

calculated using Eq. (9).

XR = cos(θ) ∗ dmaxix
+Xi;

YR = sin(θ) ∗ dmaxix
+ Yi;

XQ = cos(−θ) ∗ dmaxix
+Xi;

YQ = sin(−θ) ∗ dmaxix
+ Yi;

(9)

Figure. 3.4: Transmission Range Estimation procedure

However, the transmission range is likely to be smaller due to some obstacles. Therefore,

we propose estimating the real transmission range using several anchor points as follows.

Figure 3.5 shows four anchor points for router v1.

For each anchor point, σx can be obtained using Eq. (4). As a result, the interior point M10
x

as well as the endpoints in terms of R10
x and Q10

x for each anchor point x of the router v1
are also computed as shown in Figure 3.4. By connecting all the interior points and two

endpoints, the transmission range, denoted as T 10 separated by blue solid lines for the radio

interface 0 of router v1, can be obtained.

As a result of the ranging step, the transmission ranges, denoted by T 00 and T 20 , are also

obtained in the same manner for the radio interface 0 of both routers v0 and v2. In the

positioning step, the area, denoted by S, which is covered by the transmission ranges of

the maximum number of routers is selected as the adequate location for setting a spare AP.

Note that at least one of the routers must be in C.

Algorithm 1 is the pseudo code of the RSSI ranging and localization algorithm. Let U and

C denote the set of isolated routers that are already in the operation and the set of remaining
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routers, respectively. Initially, U contains an isolated router vi discovered at the first xth

anchor point aix. We consider some constant parameters such as Pt signal transmission

power , Pmin minimum signal strength for reliable packet delivery , δx random shadowing

effect, z directional antennas, and θ beamwidth. In the ranging step, to estimate transmis-

sion range of a router with an anchor point , firstly, we compute sector areas using its RSSI

values measured at each anchor point and then define the intersection of its all the sector

areas (lines 2-11). In the positioning step, we define all possible isolated and connected

routers in neighbor relation and their overlapping transmission ranges are considered as

adequate points for spare APs (line 12-22).

Figure. 3.5: Discovering Spare AP location Procedure in Disaster Situation

B. Rerouting Phase

We first discuss rerouting procedure. Note that before rerouting, first of all, while public

workers working in the disaster area are going along tracking routes, an application soft-

ware on their smartphones automatically measure RSSI levels of all the unreachable routers

at anchor points [35]. For example, as shown in Figure 3.6(a), receiving all the information

from the public workers, MS can estimate the communication range of each router. since

some routers are supposed to get down and R13 has been changed its antenna orientation,

overlapping communication ranges of the unreachable routers and the closest routers is de-
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Algorithm 1: RSSI-based ranging and localization algorithm
Result: Define adequate locations for spare APs

Input : The set of routers C, F, and U

V = {v 0, v1, ...vN} i=[0;N] //the set of all the routers

aix(x = 1, 2, ...) //the set of AnchorPoints

Pt, Pmin, δx, θ, z //constant parameters

Output: S //Adequate areas of spare APs

1 U ← V - C - F //All isolated routers including down routers

/* Step1.Ranging */

2 while aix ̸= ∅ do
3 for each aix do
4 if vi ̸∈ C //the isolated routers

5 then
6 dix ← AnchorDistance(ax(Xx, Yx), vi(Xi, Yi)) //Eq. 7

7 dmaxix
← MaximumDistance(Pt, Pmin, δx) //Eq. 4, 5, 6

8 T iz ← TransmissionRange(dmaxix
, θ) //Eq. 9

9 end

10 end

11 end

/* Step2.Positioning */

12 for vi ∈ U do
13 for vi−i ∈ U do
14 for vj ∈ C do
15 for vj−1 ∈ C do
16 if diji−1j−1 < 2 ∗ dmax then
17 S ← OverlappingTransmissionRange(T iz ∩ T i−1z ∩ T jz ∩ T j−1z);

18 end

19 end

20 end

21 end

22 end
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rived as candidate locations for spare APs. Before installing spare APs, rerouting technique

should be simulated for each candidate location area S1 and S2 on MS, respectively. In this

demonstration, spare APs at S1 location only provide route for the unreachable routers in

the area U and spare AP at S2 location can provide routes for all the unreachable routers in

both U1 and U2.

In Figure 3.6(b), when the installed spare AP is turned on, it must first discover a route to

a proper GW. For this purpose, it performs active scanning on all channels to maintain a

neighbor and routing table. In this case, the spare AP is considered as a root, since it has

a single radio interface with an omnidirectional antenna (denoted as the green circle). In

addition, it must work in the AP mode. After the scanning process, if the spare AP first

discovers its parent node (such as R7) as its neighbor, as shown in Figure 3.6(b), the link

between them is considered as a primary link.

(a) Initial Routing (b) Rerouting

Figure. 3.6: Route Reconstruction procedure in Disaster situation

The best route is a chain of the primary links for each router. In addition, if there is no
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neighboring connection with any node, an router takes STA mode and Active state by de-

fault. Simply, we consider a link cost as a same static value of WCETT. Each mesh router

selects a primary path with the lowest WCETT as its best route in its routing table and

others as feasible paths in the topology table. Note that each link must have one of the fol-

lowing statuses: Primary, Active, or Inactive. Both the Primary and Active statuses indicate

that this link is available. The Primary and Active links are used for the main and backup

routes, respectively. Inactive indicates that this link is not available since the connected

interfaces works in the same mode [58].

The main constraint is that the router R7 cannot allow its parent route or feasible route to

be used for connection with the spare AP via its interface. R7, R13, and R17 must set the

STA mode at their interfaces to connect to the spare AP, and then, their channels must be

assigned. After R17 becomes reachable, it is able to receive primary route requests from

other unreachable routers (such as R16, R18, and R22) in a neighbor relationship. The main

constraint is that a router must first create a neighboring connection with its parent node,

and then, with its child nodes. We consider nodeID for each node. Thus, a router with the

lowest node ID takes AP mode at its radio interface. Since R17 provides a primary route for

two neighbors (R16 and R22) connected via the same interface, both of R16 and R22, will

take the STA mode. Thus, both will become reachable nodes. R21 can be recommended

a primary route with the same WCETT by either R16 or R22 and will choose R16 with

the lower nodeID as its parent node. R16 and R21 have no child node at the interface, and

thus, the parent node R16 can take the AP mode. However, the link between R21 and R22

is not used as the best route for both, and thus, the status is Active. Thereafter, since R17

has already used the interface connected to R18 for its own primary route to the spare AP,

R18 will connect to the backbone network through R23. Finally, the rerouting process is

complete when all the unreachable routers have their own primary route to the MS.

Here, we demonstrate how the proposed method works with partial mesh network topology

in Fig. 3.7.

There are multiple GWs denoted by GW1 and GW2, which can transmit data packets be-

tween set of routers and MS. Each router has two interfaces and each interface has one or

two directional antennas. Red and blue solid arrows indicate orientations of directional an-

tennas at radio interface 1 and 2, respectively. Dashed lines denote data flows from router

to GW so that we can see that the network topology has been converged.

Suppose that R2, R6, and R8 have failed by a big earthquake so that R7, R11, R12, and

R13 have lost their connection to their serving GW, as shown in Fig. 3.8.
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Figure. 3.7: Example of Partial Mesh Network

In this case, first of all, while public workers working in the disaster area are going along

tracking routes, an application software on their smartphones automatically measure RSSI

levels of all the isolated routers at anchor points [33]. Receiving all the information from

the public workers, MS can estimate the communication range of each router. Next, over-

lapping communication ranges of the isolated routers and the closest routers is derived as

candidate locations for spare APs. Before installing spare APs, rerouting technique should

be simulated for each candidate location A, B, and C on MS, respectively. In this demon-

stration, spare APs at B and C locations only provide route for R7 and R13 respectively

and spare AP at A location can provide routes for all the isolated routers.
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Figure. 3.8: Execution Example of Route Reconstruction Procedure
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3.1.6 Performance Evaluation

In this section, we evaluate the performance of the proposed methods via simulation experi-

ments using ns-3.26 [61].

A. Full Mesh Network

The WMN topology in Figure 3.2 was built as a simulation model. All the nodes had

directional antennas oriented to their neighbor nodes. In normal situations, all the routers

are reachable to the backbone network via the their serving gateway GW. The evaluation

parameters in the simulation environment is shown in Table. 3.1.

Table. 3.1: Evaluation Parameter
Parameter Value

Signal transmission power 16 dBm

Total number of routers 25

Propagation model Log Distance Propagation Loss Model

MAC interface 802.11g

Wi-Fi type Infrastructure mode

Gain of directional antenna 9 dBi

Gain of omni-directional antenna 2 dBi

Transport Layer Protocol TCP

Application Protocol FTP

To create a disaster situation, n random routers were assumed to be down. Also, another

n routers’ antenna orientations changed randomly. Their interface numbers were selected

randomly. We changed n from 2 to 5, and tested 100 different failure cases for each n.

Figure 3.9 shows successful recovery probability using the proposed route reconstruction

method. “Recover” means that all the active routers became reachable to the MS after the

reconstruction process. Given that at most four routers remained in the failed state, the

proposed method could recover routers with a high enough probability. Even if five routers

went down and the antenna orientations of another five routers changed, in about 78% of

the cases, one or two spare APs could restore the whole reachability. Consequently, the

proposed method is practical.
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Figure. 3.9: Successful Recovery Probability
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B. Partial Mesh Network

The WMN topology in Figure 3.7 was built as a simulation model. The evaluation param-

eters in the simulation environment is shown in Table. 3.2.

Table. 3.2: Evaluation Parameter
Parameter Value

Signal transmission power 16 dBm

Total number of routers 13

Propagation model Log Distance Propagation Loss Model

MAC interface 802.11g

Wi-Fi type Infrastructure mode

Gain of directional antenna 9 dBi

Gain of omni-directional antenna 2 dBi

Transport Layer Protocol UDP

Application Protocol OnOffApp

All the routers were placed at the same distance (220m) from each other and had oriented

directional antennas to their neighbor nodes. In normal situation, all the routers were reach-

able to the MS. To create disaster situation, n routers were randomly down. We changed

n from 2 to 5 and made 100 different failure cases for each n. To recover any failure

situations, only one spare AP was used.

In Fig. 3.10, successful recover probability of the partial mesh network by the proposed

route reconstruction method compared with that of the full mesh network recovered by

only one spare AP. Note that one condition such as n down routers was used for the par-

tial mesh network. With 4 or less failed routers, the proposed method achieves to recover

with enough high probability. Even if 5 routers went down, in about 68% cases, just one

spare AP restores the whole reachability. Consequently, the proposed method is practi-

cal. Although the full mesh network considered two conditions such as n down routers

and another n antenna orientations changed router to create disaster situation for case, its

successful recover probability was higher than the partial mesh network’s. Therefore, full

mesh network is more suitable in disaster situation.

Fig. 3.11 shows the summary why the reachability has not been recovered for total scenar-

ios in the partial mesh topology. In most cases, the reason is the lack of spare AP. Other

few cases are related to the mode selection mechanism. For example, when R5 and R8

are down, R6, R7, R10, R11, R12 nodes are considered unreachable. Suppose that spare
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Figure. 3.10: Comparison of Recover Probability

Figure. 3.11: Unsuccessful Recovery Cases for Each Scenario in Partial Mesh Network

AP can be installed overlapping range of GW1, R6 and R10, R6 must change mode to

AP on its interface 1 so that R11 does not have its primary route. Even R12 is not able to

change the STA mode on its interface 2, because it is used for its primary route. To avoid

the mode selection problem, any router has to use different interface to communicate with
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its different neighbors.

3.2 Interface Mode Assignment Method

3.2.1 Overview

Next, we elaborate the interface mode assignment method to deal with another issue that which

infrastructure mode is suitable for each interface of isolated mesh router to achieve a full con-

verged and recovered network. This method should be executed for each isolated router in de-

centralized manner after a spare AP has been installed. The isolated router can either assign an

AP mode or a STA mode to its interface. Moreover, the proposed method can give each isolated

router the opportunity to decide which mode in distributed manner. It comprises of two phases;

(1) Tentative routing phase, (2) Interface mode selection phase. In the tentative routing phase,

each isolated router needs to discover a next hop router reachable to the wired network in a dis-

tributed manner. In the interface mode selection phase, each isolated router can automatically

form its neighbor connection in an infrastructure mode along its route to the GW. Consequently,

the mesh network is fully reconstructed when the interface mode selection phase is complete.

3.2.2 Assumed Network Model

This section presents an assumed network model. It is a multi-hop wireless mesh network

architecture based on IEEE 802.11 infrastructure-mode. It is connected to a wired backbone net-

work through a GW which has been equipped with both of wireless and wired network interface

controllers.

This network is expressed by an undirected graph G(V,E). V is a set of routers including GW.

A router vi has one or more interface cards ci,a. E is a set of links. Note here that, in this thesis, a

link e(ci,a, cj,b) shows a possible association. In other words, it means that interfaces ci,a and cj,b

are in a radio communication area, but it does not necessarily mean an association is established

between them. We define three types of links; Primary, Feasible, and Unavailable. A primary

link is actively used for communications. A feasible link is between an interface working as AP

mode and the other interface in STA mode, but an association is not established between them.

It is not currently but possibly used for communications. In a typical case, the interface in STA

mode has an association with another interface. An unavailable link is between the interfaces in

the same mode.

As shown in Fig. 3.12, mesh routers are placed along a road. In a normal situation, all the mesh

routers are reachable to the wired network via the GW. Each mesh router vi has two interfaces and
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Figure. 3.12: Assumed Network Model

each interface equips two directional antennas. In Fig. 3.13, blue or red dough-nut shape indicates

each interface and the direction of its directional antennas [58]. Each interface is equipped with

one or two directional antennas with a fixed beamwidth θ.

Figure. 3.13: Interface Structure of Mesh Router

Fig. 3.14 illustrates a failure situation where some routers are supposed to be failed and the
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mesh network is isolated, when a large-scale disaster occurs.

Figure. 3.14: Failure Situation

We suppose that v5, v9, v10, v15, and v19 have failed by a disaster thereby v6, v11, v12, v16, v17,

v18, and v20 to v24 have lost their connection to their serving GW . Consequently, V is divided

into three different sets such as connected routers C, isolated routers U , and failed routers F .

To overcome this situation, we proposed an algorithm to find the adequate location of spare AP

equipped with an omnidirectional antenna. In Fig. 3.15, we assume that a spare AP denoted by vs

has been installed. The spare AP vs lies in the transmission ranges of either the connected or the

isolated routers and it must connect to at least one router in C and at least one router in U in order

to play a role of bridge. All the routers in the set of V \F ∪U∪B (= C∪U∪B) can be potentially

reachable to the backbone network where vs denotes the set of spare APs. For instance, in Fig.

3.15, all isolated routers can potentially be reachable to the GW via vs establishing associations

with router v14 in C and router v20 in U [58].
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Figure. 3.15: Installation of Spare AP

Note here that, however, before making a path through the installed spare AP, adequate inter-

face mode has to be assigned to establish an association with neighbor routers. It must be done in

a distributed manner.

3.2.3 Problem Definition

In this section, we consider the following requirements/constraints for the interface mode as-

signment to reconstruct the mesh network.

(1) Each router constantly exchanges keep-alive messages with its neighbor routers and the

GW. When it misses the messages in a predefined interval, it decides that the reachability of the

network has been lost and invokes the proposed reconstruction method. At the same time, all

interface change their channel to the predefined common one.

(2) A Wi-Fi router constantly sends beacon messages [56]. We suppose that it can put some
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information on the message to advertise their own existence and also discover the existence of

one-hop neighboring routers within the transmission range.

(3) Routes for reconstruction make a tree topology rooted by the GW.

(4) An interface must work either in AP or STA mode. An interface in AP mode can connect

to any number of interfaces in STA mode. To the contrary, an interface in STA mode can connect

to only one interface in AP mode.

(5) A spare AP must take AP mode because it has only one interface.

3.2.4 Phases of Interface Mode Assignment Method

Fig. 3.16 shows the flowchart of the proposed method. In a whole reconstruction process, each

isolated router including spare AP should discover a tentative route to the GW in a distributed

manner. Note that a tentative route is a chain of unavailable links.

After an isolated router has found at least one route to the GW, it starts the interface mode

selection phase assigning a suitable mode to each interface. Once a tentative route for an isolated

router is decided, it never changes until interface mode selection phase completes.

Figure. 3.16: Flowchart of Recontruction

If the isolated router vi has not become reachable to the GW, it starts the interface mode se-

lection phase again for its next possible tentative route. If the interface mode selection phase has

completed successfully, the reconstruction process finishes for vi.

In an infrastructure network, an AP sends out beacon frames to advertise its existence and

capabilities to STAs in its infrastructure basic service set (IBSS). Beacons are sent periodically
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in beacon interval time. Fig. 3.17 shows the format of the standard 802.11 beacon frame. In the

frame body, there are mandatory and common optional fields, as shown in Table. 3.3.

Figure. 3.17: Format of Beacon Message

Table. 3.3: Fields of Beacon Message

Field Name
Size in
Byte

Description

Timestamp 8
The time is measured in microseconds,

in which AP has been active.

Beacon Interval 2
The number of time units (TU)

Default value is 100TU (102.4 milliseconds)

Capability info 2
Consists of subfields such as radio measurement,

QoS information, and so on.

SSID variable Service set identifier 16 or 32 characters

Supported Rates variable
Standard IEEE 802.11g supports rates

up to 54 Mbps

IBSS parameter 4
Present only within beacon frames generated

by stations in IBSS

Power Constraint 3 Value of max power

Extended Supported Rates variable
Supported rates not carried in the

Supported Rates Element

Robust Secure Network variable
Indicate Authentication Cipher, Encryption

Cipher & other RSN capability of stations
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At the physical layer of the standard IEEE 802.11 frames, sending and receiving messages is

all about the frequency band, modulation, signal-to-noise ratio (SNR) with which the signal is

received. To look at the Data Rate value and the SNR, we can observe signal strength indicator

(SSI) signal value (combined with the SSI Noise value). The SSI signal value is more commonly

known as the RSSI (Received Signal Strength Indication). These fields will vary with different

frames.

A. Tentative Routing Phase

In the tentative routing phase, an isolated router tries to discover a next hop router in the

connected area using beacon messages. At first, an isolated router finds one or more ten-

tative routes to the GW. In the proposed method, Routing Information Protocol version

2 (RIPv2) can be applied for this route construction. RIPv2 is a distance vector routing

protocol where the number of hops is used as its metric [55].

Fig. 3.18(a) shows that an isolated router vi has found a router vj connected to the GW

based on exchanging their beacon messages. Therefore, vi and vj identify their common

link e(ci,a, cj,b) as an unavailable link. In the same manner, vi also has unavailable links to

vk and vl.

(a) (b)

Figure. 3.18: Parent and Child of Mesh Router

Along the unavailable link, vj can recommend a tentative route to the GW for vi. Thus, vi
adds vj as its next hop and it starts its interface mode selection phase. Note that the mode
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of their interfaces is STA as default. But the link is still unavailable until the interface mode

selection phase is successfully completes. Fig. 3.18(b) shows that vi send Join message

to negotiate its mode with vj , and vj replies Accept message and becomes a parent of vi.

By this procedure, link e(ci,a, cj,b) becomes a primary link and vi belongs to the connected

area. After that, vi sends out the routing message to its neighbors vk and vl and adds them

as its childs. On receiving the message, vk and vl start their interface mode selection phase,

since vi is currently a connected router. Reconstruction of a route of an isolated router to

the GW represents that the proposed method has been completed successfully.

B. Interface Mode Selection Phase

When an isolated router discovers its next hop router in the connected area, it starts the interface

mode selection phase. At first, the isolated router sends Join message to its next hop. If the next

hop router replies Accept message, the isolated router becomes a connected router and adds its

next hop as its parent in its routing table. Fig. 3.19 shows the flowchart of the interface mode

selection.

With the following parameters such as Mode, N , and Status for link e(ci,a, cj,b).

• Mode: A variable to indicate the working mode, where Mode(ci,a) means the mode of

interface a of router vi.

• N : The degree of an interface of a router, where N(cj,b) means the total number of primary

links and unavailable links used for its childs.

• Status: The link status. where Status(e(cj,b, ci,a)) is unavailable as a default.

The steps of the phase in Fig. 3.19 contain the conditions of which modes at the link of

e(ci,a, cj,b) get selected. Here, there are two routers; isolated node vi that has found its own

tentative route and its next hop router vj . Step1 checks whether vi is a spare AP or not. If yes,

Mode(cj,b) must be STA to make an association since a spare AP has only one interface and its

mode must be AP. Before the assignment, if Mode(cj,b) is AP in Step2, Step3 checks the degree

of the interface N(cj,b) equals 1 or not. If yes, STA mode is assigned to cj,b since this link is

available for the association. Otherwise, Status(e(cj,b, ci,a)) becomes infinity so that it is unable

to make an association between vi and vj . Step4 checks whether Status(e(cj,b, ci,a)) is infinity or

not. If yes, Step5 checks the degree of the interface N(cj,b) equals 1 or not. If yes, Mode(cj,b)

becomes STA since this link is available for the association. Otherwise, this link is unavailable

for a new connection. In the same manner, Step6 considers the case that vj is a spare AP. If

yes, Mode(ci,a) becomes STA. Otherwise, Step7 checks Mode(ci,a) is AP or not. Before the

assignment, Step8 checks whether the degree of the interface N(cj,b) equals 1 or not in the same
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Figure. 3.19: Flowchart of Interface Mode Selection Phase
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manner of Step3. If yes, AP mode is assigned to c(i, a) since the mode of c(j, b) is changed AP

to STA. Otherwise, STA mode is assigned to c(i, a) since this link is available for the association.

Step9 checks whether Status(e(cj,b, ci,a)) is infinity or not. If yes, it means that a mode has not

selected yet. Therefore, Mode(cj,b) and Mode(ci,a) become STA and AP, respectively, when

Step10 is yes, in which it is checked whether the degree of the interface N(cj,b) equals 1 or not.

Before next assignment, Step11 checks whether the degree of the interface N(ci,a) equals 1 or

not. If yes, AP and STA are assigned to cj,b and ci,a, since vi has no child. Otherwise, the link

status Status(e(cj,b, ci,a)) becomes infinity.

If there is no condition to meet in the above steps, it is considered as impossible to assign

modes to the link so that vi has to find another tentative route.

We assume the following 11 different cases and their result to emphasize how the interface

mode selection method works. Each case has been considered in different conditions.

1. Reconstruct isolated routers via one spare AP through a connected router with its interface

in STA mode

In this case, we highlights the reconstruction of a spare AP through a connected router

which is already selected as the next hop of another connected router via its same interface

in STA mode. Fig. 3.20(a) demonstrates how the mode selection phase works under the

assumption that routers v1 to v4 are connected routers having routes to the GW whereas vs
and v5 to v7 are isolated routers.

Before the mode selection phase started, vs found out its neighbor router v3 using beacon

message and added a tentative route to the GW to its routing table. In terms of the tentative

routing tree, router v3 adds vs to its neighbor table. Routers v5 and v6 are added to vs’s

neighbor table as its childs. Since vs has constructed a tentative route to the GW via v3, it

sends Join message to v3 with the start of its mode selection phase. Note that an interface of

router v3 having a link to the interface of vs should be in STA mode to make an association.

Although v3 is selected the next hop router of vs, it is the next hop router of v4 via its

interface in AP mode. Therefore, the condition of Step3 in Fig. 3.19 is satisfied in its mode

selection phase of the link e(cs,1, c3,1). In this case, as shown in Fig. 3.20(b), v3 should

execute leaving process to dissolve with v4 in order to make itself the next hop router

of vs. In the leaving process, v3 sends Leave message to v4 to dissolve the association.

Suppose that v4 has another route to the GW, it replies Accept message. As a result, v3
could successfully handle the leaving process to dissolve with v4 in Fig. 3.20(b). After

that, the degree of interface N(c3,1) becomes 1 and then v3 can send Accept message to vs

to make a new association. Status(e(c3,1, c4,2)) is configured as infinity and v3 declares it
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(a) (b)

(c) (d)

Figure. 3.20: Reconstruction Process of Case 1
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to its neighbor routers via its interface, as shown in Fig. 3.20(b). It means other links beside

of e(c3,1, c4,2) are not possible to use for any tentative routes. If v3 receives Reject message

from v4, it is impossible to to get selected as the next hop of vs. In this case, v3 sends back

Reject message to vs. As a result, vs should discover another router to the GW.

After vs becomes a connected router, as shown in Fig. 3.20(b), routers v5 and v6 can take

STA mode at their interface connected with vs according to Step6 in the Fig. 3.19. As

a result, routers v5 and v6 become connected routers. After that, v7 is available to start

its mode selection phase since v5 is selected as the next hop router of v7. But, the link

statuses Status(e(c3,1, c4,2)), Status(e(c5,2, c6,1)), and Status(e(c5,2, c7,2)) are configured

as infinity so that router v7 has to find another tentative route in Fig. 3.20(c). If it has no

tentative route of v7, it keeps itself as an isolated router and declares. Finally, router v7 has

a new tentative route via router v6 in Fig. 3.20(c) and its mode selection phase is satisfied

with the condition in Step10, as shown in Fig. 3.20(d).
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2. Reconstruct isolated routers through a connected router with its interface in STA mode

In this case, we assume how four isolated routers become reachable to the GW through a

connected router with its interface in STA mode. Fig. 3.21(a) assumes that routers v1 to v4

are connected routers having routes to the GW whereas v5 to v8 are isolated routers.

Before the mode selection phase started, v5 found out its neighbor router v3 using beacon

message and added a tentative route to the GW to its routing table. In terms of the tentative

routing tree, router v3 adds v5 to its neighbor table. Routers v6 and v7 are added to v5’s

neighbor table as its childs. Since v5 has constructed a tentative route to the GW via v3, it

sends Join message to v3 with the start of its mode selection phase. Note that an interface

of router v5 having a link to the interface of v3 should be in AP mode to make an association.

Although v3 is selected the next hop router of v5, it is the next hop router of v4 via its

interface in STA mode. Therefore, the condition of Step10 in Fig. 3.19 is satisfied in

its mode selection phase of the link e(c5,2, c3,1). In this case, as shown in Fig. 3.21(b),

v3 should execute leaving process to dissolve with v4 in order to make itself the next hop

router of v5. In the leaving process, v3 sends Leave message to v4 to dissolve the association.

Suppose that v4 has another route to the GW, it replies Accept message. As a result, v3 could

successfully handle the leaving process to dissolve with v4 in Fig. 3.21(b). After that, v3
can send Accept message to v5 to make a new association and then the degree of interface

N(c3,1) becomes 1. Status(e(c3,1, c4,2)) is configured as infinity and v3 declares it to its

neighbor routers via its interface. It means other links beside of e(c3,1, c4,2) are not possible

to use for any tentative routes. If v3 receives Reject message from v4, it is impossible to to

get selected as the next hop of v5. In this case, v3 sends back Reject message to v5. As a

result, v5 should discover another router to the GW.

After v5 becomes a connected router, as shown in Fig. 3.21(b), routers v6 and v7 can take

STA mode at their interface connected with v5 according to Step7 and Step8 in the Fig.

3.19. As a result, routers v6 and v7 become connected routers. After that, v8 is available

to start its mode selection phase since v6 is selected as the next hop router of v8. But, the

link statuses Status(e(c3,1, c4,2)) and Status(e(c6,2, c8,2)) are configured as infinity so that

router v8 has to find another tentative route in Fig. 3.21(c). If it has no tentative route of v8,

it keeps itself as an isolated router and declares. Finally, router v8 has a new tentative route

via router v7 in Fig. 3.21(c) and its mode selection phase is satisfied with the condition in

Step10, as shown in Fig. 3.21(d).
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(c) (d)

Figure. 3.21: Reconstruction Process of Case 2
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3. Reconstruct isolated routers via two spare APs

In this case, we highlight why one spare AP is unable to make isolated routers reachable

to GW. Fig. 3.22(a) assumes a case with two spare APs, in which routers v1 to v3 are

connected routers having routes to the GW whereas vS1 and v5 to v7 are isolated routers.

Before the mode selection phase started, vS1 found out its neighbor router v3 using beacon

message and added a tentative route to the GW to its routing table. In terms of the tentative

routing tree, router v3 adds vS1 to its neighbor table. Routers v5 and v6 are added to vS1’s

neighbor table as its childs. v7 selects v6 as its next hop.

(a)

(b)

Figure. 3.22: Reconstruction Process of Case 3
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Since vS1 has constructed a tentative route to the GW via v3, it sends Join message to v3

with the start of its mode selection phase. Note that an interface of router v3 having a link to

the interface of vS1 should be in STA mode to make an association. Although v3 is selected

the next hop router of vS1, it has only one route to GW via its next hop router of v1 using its

interface in STA mode. Therefore, the condition of Step5 in Fig. 3.19 is no so that the link

e(cS1,1, c3,1) is unavailable for the association. v3 sends Reject message to vS1. After that

vS2 has constructed a tentative route to the GW via v3 and other routers discover their new

tentative routes to the GW in the same manner. vS2 sends Join message to v3 with the start

of its mode selection phase. Since Step5 in Fig. 3.19 is �yes, v3 can send Accept message to

vS2 to make a new association and then vS2 becomes a connected router, as shown in Fig.

3.22(b).

After that, routers v6 and v7 can take STA mode at their interface connected with vS2 ac-

cording to Step6 in the Fig. 3.19. As a result, routers v5 and v6 become connected routers.

After that, vS1 is available to start its mode selection phase since v6 is selected as the next

hop router of vS1 because the link status Status(e(cS1,1, c3,1)) is configured as infinity.

Note that v5 is range out of v6 so that it needs vS1 to find another tentative route to the GW.

Finally, router v5 has a new tentative route via router vS1 and its mode selection phase is

satisfied with the condition in Step6, as shown in Fig. 3.22(b).
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4. Reconstruct isolated routers through a connected router with its interface in AP mode

In this case, we assume the opportunity how a connected router provide a route to isolated

router via its interface connected to its next hop router. Fig. 3.23(a) assumes that routers v1
to v3 are connected routers having routes to the GW whereas v4 to v7 are isolated routers.

Before the mode selection phase started, v4 found out its neighbor router v3 using beacon

(a)

(b)

Figure. 3.23: Reconstruction Process of Case 4

message and added a tentative route to the GW to its routing table. In terms of the tentative

routing tree, router v3 adds v4 to its neighbor table. Routers v5 and v6 are added to v4’s

neighbor table as its childs.
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Since v4 has constructed a tentative route to the GW via v3, it sends Join message to v3

with the start of its mode selection phase. Therefore, the condition of Step8 in Fig. 3.19 is

satisfied in its mode selection phase of the link e(c4,1, c3,1). In this case, as shown in Fig.

3.23(b), v3 can send Accept message to v4 to make a new association and then Mode(c4,1)

becomes STA.

After v4 becomes a connected router, as shown in Fig. 3.23(b), routers v5 and v6 can take

STA mode at their interface connected with v4 according to Step11 in the Fig. 3.19. As

a result, routers v5 and v6 become connected routers. After that, v7 is available to start its

mode selection phase according to Step10 in the Fig. 3.19.

5. Reconstruct isolated routers via a spare AP with two routes to a GW

In this case, we emphasize how the method works for a spare AP having two routes to its

serving GW. Fig. 3.24(a) assumes that routers v1 to v5 are connected routers having routes

to the GW whereas vs and v6 to v8 are isolated routers.

Before the mode selection phase started, vs found out its neighbor router v4 using beacon

message and added a tentative route to the GW to its routing table. In terms of the tentative

routing tree, router v4 adds vs to its neighbor table. Routers v6 and v7 are added to vs’s

neighbor table as its childs. Since vs has constructed a tentative route to the GW via v3, it

sends Join message to v4 with the start of its mode selection phase. Note that an interface of

router v4 having a link to the interface of vs should be in STA mode to make an association.

Although v4 has its route to the GW via its next hop router of v1 in its interface mode

Mode(c4,1) is in STA mode. Also v4 has no backup route. Therefore, the condition of

Step3 in Fig. 3.19 is unsatisfied, v4 replies Reject message, as shown in Fig. 3.24(a).

Status(e(c4,1, cs,1)) is configured as infinity and v4 declares it to its neighbor routers via its

interface. It means other links beside of e(c4,1, cs,1) are not possible to use for any tentative

routes. In this case, as shown in Fig. 3.24(b), vs should find another next hop router to

reach to the GW.

As a result, vs found out its neighbor router v5 using beacon message and added a tentative

route to the GW to its routing table. After that, v5 can send Accept message to vs to make

a new association because Step4 in the Fig. 3.19 is satisfied. After vs becomes a connected

router, as shown in Fig. 3.24(b), routers v6 and v7 can take STA mode at their interface

connected with vs according to Step6 in the Fig. 3.19. As a result, routers v6 and v7

become connected routers. Finally, router v8 has its tentative route via router v7 and its

mode selection phase is satisfied with the condition in Step10, as shown in Fig. 3.24(b).
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(a)

(b)

Figure. 3.24: Reconstruction Process of Case 5
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6. Reconstruct isolated router with two routes to a GW

In this case, we emphasize how the method works for an isolated router having two routes

to its serving GW. Fig. 3.25(a) assumes that routers v1 to v5 are connected routers having

routes to the GW whereas v6 to v9 are isolated routers.

(a)

(b)

Figure. 3.25: Reconstruction Process of Case 6

Before the mode selection phase started, v6 found out its neighbor router v4 using beacon

message and added a tentative route to the GW to its routing table. In terms of the tentative

routing tree, router v4 adds v6 to its neighbor table. Routers v7 and v9 are added to v6’s
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neighbor table as its childs. Since v6 has constructed a tentative route to the GW via v4, it

sends Join message to v4 with the start of its mode selection phase.

Therefore, the condition of Step11 in Fig. 3.19 is satisfied, v4 should take AP mode. But, an

interface of router v4 has only one route to the GW so that Status(e(c4,1, c6,1)) is configured

as infinity and v4 declares it to its neighbor routers via its interface. It means other links

beside of e(c4,1, cs,1) are not possible to use for any tentative routes. v4 replies Reject

message, as shown in Fig. 3.25(b). In this case, as shown in Fig. 3.25(b), v6 should find

another next hop router to reach to the GW.

As a result, v6 found out its neighbor router v5 using beacon message and added a tentative

route to the GW to its routing table. After that, v5 can send Accept message to vs to make

a new association because Step4 in the Fig. 3.19 is satisfied. After v6 becomes a connected

router, as shown in Fig. 3.25(b), routers v7 and v9 can take STA mode at their interface

connected with v6 because Step8 in the Fig. 3.19 is unsatisfied. As a result, routers v7 and

v9 become connected routers. Finally, router v8 has its tentative route via router v7 and its

mode selection phase is satisfied with the condition in Step10, as shown in Fig. 3.25(b).
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7. Reconstruct isolated router having one interface via spare AP

In this case, we assume each isolated router has one interface. Three isolated router need to

become reachable via a spare AP. Fig. 3.26(a) assumes that routers v1 to v4 are connected

routers having routes to the GW whereas vs and v5 to v7 are isolated routers.

Before the mode selection phase started, vs found out its neighbor router v3 using beacon

message and added a tentative route to the GW to its routing table. In terms of the tentative

routing tree, router v3 adds vs to its neighbor table. Routers v5 and v6 are added to vs’s

neighbor table as its childs. Since vs has constructed a tentative route to the GW via v3, it

sends Join message to v3 with the start of its mode selection phase. Note that an interface of

router v3 having a link to the interface of vs should be in STA mode to make an association.

Although v3 is selected the next hop router of vs, it is the next hop router of v4 via its

interface in AP mode. Therefore, the condition of Step3 in Fig. 3.19 is satisfied in its mode

selection phase of the link e(cs,1, c3,1). In this case, as shown in Fig. 3.26(b), v3 should

execute leaving process to dissolve with v4 in order to make itself the next hop router

of vs. In the leaving process, v3 sends Leave message to v4 to dissolve the association.

Suppose that v4 has another route to the GW, it replies Accept message. As a result, v3
could successfully handle the leaving process to dissolve with v4 in Fig. 3.26(b). After

that, v3 can send Accept message to vs to make a new association and then the degree of

interface N(c3,1) becomes 1. Status(e(c3,1, c4,2)) is configured as infinity and v3 declares

it to its neighbor routers via its interface. It means other links beside of e(c3,1, c4,2) are not

possible to use for any tentative routes.

After vs becomes a connected router, as shown in Fig. 3.26(b), routers v5 and v6 can take

STA mode at their interface connected with vs according to Step6 in the Fig. 3.19. As a

result, routers v5 and v6 become connected routers. After that, v7 is available to start its

mode selection phase since v5 is selected as the next hop router of v7.

But, the link statuses Status(e(c5,2, c6,1)), Status(e(c5,2, c7,2)), and Status(e(c6,1, c7,2))

are configured as infinity so that router v7 has no tentative route and then it keeps itself as

an isolated router and declares. v7 is still unreachable to the GW so that the network has

not been reconstructed yet. Another spare AP may be required in this case.
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(a)

(b)

Figure. 3.26: Reconstruction Process of Case 7
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8. Reconstruct isolated router having one interface via two spare APs

In this case, we assume each isolated router has one interface. Three isolated router need

to become reachable via two spare APs. Fig. 3.27(a) assumes that routers v1 to v3 are

connected routers having routes to the GW whereas vS1 and v5 to v7 are isolated routers.

Before the mode selection phase started, vS1 found out its neighbor router v3 using beacon

(a)

(b)

Figure. 3.27: Reconstruction Process of Case 8

message and added a tentative route to the GW to its routing table. In terms of the tentative

routing tree, router v3 adds vS1 to its neighbor table. Routers v5 and v6 are added to vS1’s

neighbor table as its childs. v7 selects v6 as its next hop.

58



Since vS1 has constructed a tentative route to the GW via v3, it sends Join message to v3

with the start of its mode selection phase. Note that an interface of router v3 having a link to

the interface of vS1 should be in STA mode to make an association. Although v3 is selected

the next hop router of vS1, it has only one route to GW via its next hop router of v1 via its

interface in STA mode. Therefore, the condition of Step5 in Fig. 3.19 is no so that the link

e(cS1,1, c3,1) is unavailable for the association. v3 sends Reject message to vS1. After that

vS2 has constructed a tentative route to the GW via v3 and other routers discover their new

tentative routes to the GW in the same manner. vS2 sends sends Join message to v3 with

the start of its mode selection phase. Since Step5 in Fig. 3.19 is �yes, v3 can send Accept

message to vS2 to make a new association and then vS2 becomes a connected router, as

shown in Fig. 3.27(b).

After that, routers v6 and v7 can take STA mode at their interface connected with vS2 ac-

cording to Step6 in the Fig. 3.19. As a result, routers v5 and v6 become connected routers.

After that, vS1 is available to start its mode selection phase since v6 is selected as the next

hop router of vS1 because the link status Status(e(cS1,1, c3,1)) is configured as infinity.

But, both vS1 and v5 keep themselves as isolated routers and declare, since the link status

Status(e(cS1,1, c6,1)) is also configured as infinity.

9. Reconstruct isolated router in mode selection problem using a spare AP

In this case, an isolated router are unreachable to a GW because of its mode selection

problem. We show how a spare AP helps it to become reachable to the GW. Fig. 3.28(a)

assumes that routers v1 to v3 are connected routers having routes to the GW whereas v4 to

v7 are isolated routers.

Before the mode selection phase started, v4 found out its neighbor router v3 using beacon

message and added a tentative route to the GW to its routing table. In terms of the tentative

routing tree, router v3 adds v4 to its neighbor table. Routers v5 and v6 are added to v4’s

neighbor table as its childs. v7 selects v6 as its next hop.

Since v4 has constructed a tentative route to the GW via v3, it sends Join message to v3 with

the start of its mode selection phase. Although v3 is selected the next hop router of v4, it has

only one route to GW via its next hop router of v1 via its interface in STA mode. Therefore,

the condition of Step11 in Fig. 3.19 is no so that the link e(c3,1, c4,2) is unavailable for the

association. v3 sends Reject message to v4. After that vs has constructed a tentative route to

the GW via v3 and other routers discover their new tentative routes to the GW in the same

manner. vs sends sends Join message to v3 with the start of its mode selection phase. Since

Step5 in Fig. 3.19 is �yes, v3 can send Accept message to v4 to make a new association and
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(a)

(b)

Figure. 3.28: Reconstruction Process of Case 9
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then v4 becomes a connected router, as shown in Fig. 3.28(b).

After that, routers v7 can take STA mode at their interface connected with v4 according

to Step6 in the Fig. 3.19. As a result, routers v7 becomes a connected router. But the

link status Status(e(c7,2, c6,1)) is configured as infinity so that routers v6, v4, and v5 keep

themselves as isolated routers and declares.

10. Reconstruct isolated routers via one spare AP through a connected router with its interface

in AP mode

In this case, we highlight the reconstruction of a spare AP through a connected router which

is already selected as the next hop of another connected router via its same interface in AP

mode. Fig. 3.29(a) assumes that routers v1 to v4 are connected routers having routes to the

GW whereas vs and v5 to v7 are isolated routers.

(a)

(b)

Figure. 3.29: Reconstruction Process of Case 10
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Before the mode selection phase started, vs found out its neighbor router v3 using beacon

message and added a tentative route to the GW to its routing table. In terms of the tentative

routing tree, router v3 adds vs to its neighbor table. Routers v7 is added to vs’s neighbor

table as its childs. v5 selects v7 as its next hop and it is selected as the next hop router of v6.

Since vs has constructed a tentative route to the GW via v3, it sends Join message to v3

with the start of its mode selection phase. Note that an interface of router v3 having a link

to the interface of vS1 should be in STA mode to make an association.

Although v3 is selected the next hop router of vs, it is the next hop router of v4 via its

interface in AP mode. Therefore, the condition of Step3 in Fig. 3.19 is satisfied in its mode

selection phase of the link e(cs,1, c3,1). In this case, as shown in Fig. 3.29(b), v3 should

execute leaving process to dissolve with v4 in order to make itself the next hop router of vs.

In the leaving process, v3 sends Leave message to v4 to dissolve the association.suppose that

v4 has another route to the GW, it replies Accept message. As a result, v3 could successfully

handle the leaving process to dissolve with v4 in Fig. 3.29(b). After that, v3 can send Accept

message to vs to make a new association and then the degree of interface N(c3,1) becomes

1. Status(e(c3,1, c4,2)) is configured as infinity and v3 declares it to its neighbor routers

via its interface. It means other links beside of e(c3,1, c4,2) are not possible to use for any

tentative routes. If v3 receives Reject message from v4, it is impossible to to get selected as

the next hop of vs. In this case, v3 sends back Reject message to vs. As a result, vs should

discover another router to the GW.

After vs becomes a connected router, as shown in Fig. 3.29(b), router v7 can take STA mode

at their interface connected with vs according to Step6 in the Fig. 3.19. As a result, router

v7 becomes a connected router. After that, v5 is available to start its mode selection phase

since v7 is selected as the next hop router of v5. After that, router v5’s mode selection phase

is satisfied with the condition in Step10, as shown in Fig. 3.29(b) and interfaces c7,2 and

c5,2 take STA mode and AP mode, respectively. Finally, v6 starts its mode selection phase

since v5 became a connected router. Since Step8 in Fig. 3.19 is �no, the mode of interface

Mode(c6,1) becomes STA.

62



11. Reconstruct two isolated areas

In this case, we highlight the reconstruction of two isolated areas using two spare APs.

Fig. 3.30(a) assumes that routers v1 to v4 are connected routers having routes to the GW

whereas spare APs vS1 and vS2 provide isolated routers v5 to v7 and v9, respectively.

(a)

(b)

Figure. 3.30: Reconstruction Process of Case 11

Before the mode selection phase started, vS1 found out its neighbor router v3 using beacon

message and added a tentative route to the GW to its routing table. vS2 found out its

neighbor GW router using beacon message In terms of the tentative routing tree, router v3
adds vS1 to its neighbor table. Routers v7 is added to vS1’s neigbor table as its childs. v5

selects v7 as its next hop and it is selected as the next hop router of v6.

Since vS1 has constructed a tentative route to the GW via v3, it sends Join message to v3

with the start of its mode selection phase. Note that an interface of router v3 having a link
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to the interface of vS1 should be in STA mode to make an association.

Although v3 is selected the next hop router of vS1, it is the next hop router of v4 via its

interface in AP mode. Therefore, the condition of Step3 in Fig. 3.19 is satisfied in its mode

selection phase of the link e(cS1,1, c3,1). In this case, as shown in Fig. 3.30(b), v3 should

execute leaving process to dissolve with v4 in order to make itself the next hop router of vS1.

In the leaving process, v3 sends Leave message to v4 to dissolve the association.suppose that

v4 has another route to the GW, it replies Accept message. As a result, v3 could successfully

handle the leaving process to dissolve with v4 in Fig. 3.30(b). After that, v3 can send Accept

message to vS1 to make a new association and then the degree of interface N(c3,1) becomes

1. Status(e(c3,1, c4,2)) is configured as infinity and v3 declares it to its neighbor routers

via its interface. It means other links beside of e(c3,1, c4,2) are not possible to use for any

tentative routes. If v3 receives Reject message from v4, it is impossible to to get selected

as the next hop of vS1. In this case, v3 sends back Reject message to vs. As a result, vS1
should discover another router to the GW.

After vS1 becomes a connected router, as shown in Fig. 3.30(b), router v7 can take STA

mode at their interface connected with vS1 according to Step6 in the Fig. 3.19. As a result,

router v7 becomes a connected router. After that, v5 is available to start its mode selection

phase since v7 is selected as the next hop router of v5. After that, router v5’s mode selection

phase is satisfied with the condition in Step10, as shown in Fig. 3.30(b) and interfaces c7,2
and c5,2 take STA mode and AP mode, respectively. Finally, v6 starts its mode selection

phase since v5 became a connected router. Since Step8 in Fig. 3.19 is �no, the mode of

interface Mode(c6,1) becomes STA. Step11 in the Fig. 3.19 is unsatified so that the link

status Status(e(cGW,2, cS2,1)) is configured as infinity. As a result, there is unable to make

association between GW and vS2 and then v9 keeps itself as an isolated router.
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3.2.5 Performance Evaluation

In this section, we evaluate the performance of the proposed method via simulation experiments

with two scenarios. The assumed network in Fig. 3.12 was built as a simulation model. In the

both scenarios, we assumed that one router was configured as a GW whereas others were isolated

routers. All the routers were placed at the coordinate list in Table. 3.4 and had directional antennas

oriented to their neighbor nodes. In normal situations, all the routers are reachable to the backbone

network via the their serving gateway GW.

A. Reconstruction of WMN without Spare AP

In the first scenario, we consider that routers v1 to v24 are considered as isolated routers.

In addition, there is no change of the interfaces and locations of both of the GW and the

routers. In other words, this scenario supposes no physical damages on APs and software

settings are reset. It aims to evaluate the fundamental performance of the proposed method.

We allow to configure not only router GW bust also routers v1 to v24 providing the function

Figure. 3.31: Successful Recovery Probability without Spare APs
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Table. 3.4: The Coordinate list of routers’ position
Router Name X[m] Y[m]
GW 1375 25

R1 0 150

R2 400 100

R3 850 50

R4 1825 0

R5 2150 50

R6 2500 100

R7 375 500

R8 850 500

R9 1200 550

R10 1650 550

R11 2025 700

R12 2425 700

R13 0 725

R14 350 800

R15 875 900

R16 1225 925

R17 1575 925

R18 1925 1025

R19 525 1150

R20 825 1225

R21 1300 1200

R22 1600 1150

R23 1925 1200

R24 2475 1150

of a GW. The proposed method was executed 100 different cases for each GW router. To

build the different cases, each router was equipped with one or two interfaces randomly.

Fig. 3.31 shows that 98.9% of 2500 cases in total are recovered successfully. When router

v6 or v13 was selected as a GW router, the lowest success rate of 93.8% or 96.3% was

observed, respectively. The reason why is that both of routers v6 and v13 have not only two

active interfaces but also use the same interfaces for their neighbor connections. Therefore,
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it causes the lack of tentative route because usually the link statuses are configured as

infinity. Other routers are equipped with three or more interfaces.

B. Reconstruction of WMN with Spare AP

In the second scenario, n random routers were assumed to get down. Also, another n

routers’ antenna orientations changed randomly. We changed n from 2 to 6, and tested 300

different failure cases for each n. Therefore, when some isolated routers are range out, one

or more spare APs should be used to provide a route to the GW for them. This scenario

assumes that a significant disaster has occurred.

Figure. 3.32: Successful Recovery Probability with Spare APs

Fig. 3.32 shows the successful recovery probability as a function of n. Even if six routers which

is one-fourth of total routers went down changed, in about 80% of the cases, the proposed method

is practical.
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Fig. 3.33 shows the routing (next hop router and the number of hops to the GW) and location

informations of each mesh router.

Figure. 3.33: Route and location of Mesh Router
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Fig. 3.34 shows the neighbor information of mesh routers.

Figure. 3.34: Neighbor Information of Mesh Router
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Fig. 3.35 shows an example of reconstructed mesh network without any spare AP by the

proposed method.

Figure. 3.35: Reconstructed Mesh Network without Spare AP
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Fig. 3.36(a) shows an example of discovered spare APs whereas Fig. 3.36(b) shows an example

of reconstructed mesh network with the spare AP by the proposed method.

(a)

(b)

Figure. 3.36: Reconstructed Mesh Network with Spare AP
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4 Field Trial

4.1 Fundamental Experiment

In order to evaluate the basic characteristics of mesh networks in environments which is free

of radio interference and obstacles, we deployed the test network topologies along Yoshino River

in Tokushima city in March 13 to 15, 2018, as shown in Fig. 4.1. In this experiment we used

three edge servers working in the standard IEEE 802.11g, as shown in Fig. 4.2. We demonstrated

three different experiment works in single-hop and multi-hop communications with common or

individual channel.

Figure. 4.1: Fundamental Experiment Place

We assumed the following requirements of the edge servers.

1. Ability to compute local information in real time

2. Ability to storage that can hold Local Dynamic Map (LDM) information efficiently

3. Wi-Fi interface configuration that builds a stable WMN and enables service provision to

vehicles
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4. Power supply configuration that can operate independently even in the event of a disaster

Figure. 4.2: Prototype Edge Server
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Figure. 4.3: Demonstration of Fundamental Experiment
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The specification of the prototype edge server is shown in Table. 4.1.

Table. 4.1: Prototype Edge Server Specification
Specification Value
CPU Quad Core 1 GHz

Memory 2 GByte

Storage 256 GByte SSD

Wi-Fi interface 3 (IEEE802.11a / g / n)

Battery capacity 288Wh

Wi-Fi type Infrastructure mode

Patch antenna Gain (9 dBi), Beamwidth 60◦ (for mesh)

Dipole antenna Omnidirectional, Gain (2 dBi) (for service)

A. Single-hop Communications

Two edge servers equipped with oriented directional antennas with their gain of 9 dB and

height of 3 m were installed at the distance of 100m to 1200m in point-to-point network

shape, as shown in Fig. 4.3.

Figure. 4.4: Distance vs Throughput

One server transmitted TCP traffic another in the speed of 6 Mbps or 54 Mbps. We used

the iperf software. The observed TCP throughput was illustrated in Fig. 4.4. From the

experimental results, throughput of rate 54 Mbps was lower than that of rate 6 Mbps when

the distance was up to more than 800 m.
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B. Multi-hop Directional Communications

Three edge servers numbered 1, 2, and 3 were installed in a row at the same distance of

400 m, as shown in Fig. 4.5. Each roadside server has also radio interfaces equipped with

directional antenna. 1 transmitted TCP traffic to 3 via 2. We configured channel 1 at the

link between edge servers 1 and 2 whereas changed channel 1 to 7 at the link between edge

servers 2 and 3 during transmission. The measured throughput was shown in Fig. 4.6.

Figure. 4.5: Topology of Multi-hop Directional Communications

Figure. 4.6: Throughput per channel

From the experiment result, we can see that 19% to 75% of the rate of 6 Mbps and 78% to

87% of the rate 54 Mbps were used for the transmission.

C. Multi-hop Omnidirectional Communications

Four APs 1, 2, 3, and 4 were installed at the same distance of 70 m from each other, as shown

in Fig. 4.7. The specification of the AP is shown in Table. 4.2. Each AP has two radio interfaces
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equipped with omnidirectional antenna, as shown in Fig. 4.8. We configured source AP 1 and

destination AP 4, respectively. TCP traffic were transmitted from AP 1 to AP 4 throughout APs

3 and 4 using the rate of 6 Mbps.

Figure. 4.7: Topology of Multi-hop Omnidirectional Communications

First, we configured the same channel 1 for each link and estimated end-to-end throughput at 4. It

showed throughput of 1.11 Mbps. Second, three different channels 1, 6, and 11 were configured

at links 1-2, 2-3, and 3-4, respectively. Its end-to-end throughput was 1.32 Mbps that showed the

improvement of 18% compared to the case of that the same channel was set for all the links.

Table. 4.2: AP Specification
Specification Value
CPU Dual Core 1.46GHz

Memory 2 GByte

Storage 256 GByte SSD

Wi-Fi interface 2 (IEEE802.11a / g / n)

Battery capacity 42Wh

Dipole antenna Omnidirectional, Gain (2 dBi)
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(a)

(b)

Figure. 4.8: Prototype of AP
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4.2 Disaster Field Experiment

We used the value of parameters confirmed by the results of the fundamental field experiment

to conduct a disaster field experiment. In this experiment, we used a mobile application for fire-

fighters or other first responders to collect radio wave conditions within the disaster area proposed

in [59]. A web application has been also developed to visualize and analyze the collected RSSI

information using our mobile application.

A network recovery system is composed of three main parts: (1) mobile application, (2) Web

application, and (3) data manager (Scenargie R⃝Scene Manager). The mobile application is mainly

used for data acquisition. In [33, 34], the radio wave collection system has been applied for the

system.

Figure. 4.9: Mobile application

80



The Web application is used for data visualization and analysis of the aggregated data. The data

manager is used for aggregation and synchronization of the measured and calculated data from

both the mobile and Web applications. The mobile application was run on Android, wherein it

measures the Wi-Fi radio waves at frequencies of 2.4 GHz and 5 GHz. The user’s activity (such

as rescuing) is not inhibited since the application requires no special operations. Figure 4.9 shows

a snapshot of the developed mobile application developed in [13].

Based on the collected data, a Wi-Fi radio map is then constructed. The collected Wi-Fi beacon

data consist of the RSSI, service set identifier, channel frequency, and channel bandwidth at a

certain location and time. These values are then uploaded to the data manager, and using the

acquired RSSI value and position information, the radio wave status is displayed as a heat map

chart on the mobile device in [59].

In order to demonstrate the effectivity of the system for disaster mesh network recovery, the

system was deployed in-field in a small area near Hiwasa Station in Tokushima Prefecture, Japan,

shown in Fig 4.10. As mentioned before, we were able to determine the suitable targets for

equipment deployment with the aggregated information and the RSSI ranging and localization

algorithm described above. Three routers equipped with directional antennas with their gain 9dB

were installed at locations shown in Fig. 4.11. The routers are depicted in Fig. 4.2. They were

not be able to communicate each other before installing a spare AP.

Figure. 4.10: Disaster Field Experiment Place
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Figure. 4.11: Routers and Spare AP Locations
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First, we collected the RSSI information using the mobile application in Fig. 4.9. Then, the

RSSI ranging and localization algorithm was executed based on the collected database. Table.

4.4 shows the calculated maximum distance for each anchor point measured using the spare AP

placement method with parameters in Table 4.3.

Table. 4.3: Parameters for Spare AP location Procedure
Parameters Value

Minimum signal strength (Pmin) -80dBm

Path loss exponent (beta) 2

Reference distance (d0) 1m

Reference path loss (PL(d0)) 40dBm

Signal transmission power (Pt) 18dB

θ 30◦

Consequently, the dashed circle in Fig. 4.11 shows the adequate area for a spare AP, which

was obtained by the proposed methods with 19 anchor points in Table. 4.4. Moreover, the green,

red, and yellow points are depicted as the measured anchor points R1, R2, and R3, respectively.

A triangle means a point where we installed a spare AP actually. When we put the spare AP at

a point indicated by blue triangle, all routers had been reachable each other. On the other hand,

however, when we set the spare AP at a point indicated by red triangle, one of 3 routers had been

still isolated. In other words, the obtained area includes a few meters of estimation error.

Consequently, however, even if there are some obstacles such as houses, cars, and trees, the

proposed method works well and successfully recovers a connection between at least two routers.

It is sufficiently practical.
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Table. 4.4: Measured Anchor Points for Each Router

Router
Latitude and Longitude of

Anchor points
Measured

RSSI level [dBm]
The maximum distance [m]

R1

14976129.53, 3992580.745 -76 324.447

14976130.93, 3992552.974 -74 395.426

14976151.16, 3992528.87 -73 480.466

14976108.32, 3992580.196 -73 411.773

14976169.69, 3992539.888 -77 331.406

14976111.27, 3992586.474 -79 212.153

14976169.75, 3992541.126 -76 372.081

14976118.75, 3992524.394 -69 647.163

14976027.96, 3992520.433 -68 363.675

R2

14976274.86, 3992318.037 -65 365.489

14976136.37, 3992559.73 -89 120.531

14976015.41, 3992256.352 -87 119.718

14976151.16, 3992528.87 -82 242.48

14976129.53, 3992580.745 -78 454.787

14976264.19, 3992320.674 -70 220.988

R3

14976174.81, 3992499.515 -84 156.321

14976170.73, 3992536.529 -83 149.242

14976167.16, 3992733.671 -46 813.175

14976118.28, 3992544.232 -79 236.884
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Figure. 4.12: Router Implementation of Disaster Field Experiment
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Figure. 4.13: Spare AP Implementation of Disaster Field Experiment
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5 Discussion and Conclusion

To summarize our study, chapter 2 introduced the fundamentals of WMNs, range-based local-

ization algorithms in WMNs, and application of infrastructure mode in WMNs. In our findings,

RSSI-based localization algorithm was suitable for defining optimal locations of spare APs. Also,

according to the past literature works, no existing works are able to assign suitable infrastructure

mode to each interface of mesh router in distributed manner.

Chapter 3 described both methods. First, we described our formulated RSSI-based ranging

and localization algorithm of the spare AP placement method. The algorithm was executed 500

different cases of a full mesh network and another 500 different cases of partial mesh network,

respectively. Even if 5 routers went down, successful recover probabilities of the partial and full

mesh networks, recovered by only one spare AP were 68% and 69%, respectively. Therefore, the

method is practical. Second, we presented the whole process of the interface mode assignment

method and confirmed its effectiveness as executing over than 11 execution cases. The practi-

cability of the method has been proved the performance evaluation to reconstruct 2500 different

cases of an assumed WMN without any spare AP and 1500 different cases of the assumed WMN

with one or two spare APs. Since the successful recover probabilities of both scenarios were 80%

and more, this method is also practical.

Chapter 4 conducted fundamental and disaster field experiments of the spare AP placement

method. In the fundamental field experiment, single-hop and multi-hop communications of

WMNs were performed and then suitable relation of RSSI levels and distances was determined.

After that, we conducted the disaster field experiment to discover the adequate location of a spare

AP to communicate three routers.

Self-configuration and self-organization play a crucial role in maintaining WMNs. With the

capabilities, WMNs can accomplish flexible network architecture, easy deployment and configu-

ration, fault tolerance, and mesh connectivity. However, these kinds of the ad-hoc mesh networks

are considered to be unpractical infrastructure so that developers have gained much attention to

the widely-used the standard IEEE 802.11 infrastructure mode as considering ease of practical use

and cost reduction. Since an enormous disaster strikes, some mesh routers go down so that others

can be isolated from the backbone network. In this thesis, we presented an effective approach to

implement self-reconstruction the IEEE 802.11 infrastructure mode based mesh network, more
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specially for providing a connection to the isolated routers with spare APs.

To achieve the goal of our proposed method, we developed two methods such as a spare AP

placement and an interface mode assignment. In the spare AP placement method, we elaborate

two phases; connectivity restoration phase and rerouting phase. In the connectivity restoration

phase, we determined adequate points for installing spare APs that provide one or more connec-

tions between all the isolated nodes to one or more connected nodes. In the rerouting phase, we

reconstructed fully a routing tree from each isolated router to its serving gateway based on the

candidate topology by one or more spare APs. As a result, each isolated router will have its own

primary route consisting of primary links along the path from the isolated node to the gateway.

In order to obtain adequate locations for spare APs, we formulated an RSSI-based ranging and

location as well as a mode selection algorithm in order to build a converged network. Simulation

results showed that the proposed method achieved the satisfaction degree of successful recovery

for each failure scenarios using the minimum number of spare APs. In addition, as a result of the

field trial, the location points of the adequate area for installing spare AP were successfully de-

fined. We consider that only public workers without any experience with wireless communication

technologies must decide upon the adequate locations for spare APs and install them.

Next, routes are reconstructed from isolated routers to the wired network in the recovered

topology using interface mode selection algorithm, which can provide automatically an appro-

priate infrastructure mode such as AP and STA to radio interfaces in order to establish neighbor

relationship between an isolated router and its parent node, providing the best route to it. As a

result, all the isolated routers can be reachability to the wired network. The process of the method

must be executed in a distributed manner. We elaborated two phase of the method such as a ten-

tative routing and an interface mode selection. The tentative routing phase allowed an isolated

router to find a route to a GW and then the mode selection phase was executed for the isolated

router. As all the isolated router became reachable to the GW, the mesh network has been fully

reconstructed.

As a future work, I will evaluate the performance of the interface mode assignment method in

an extended network topology.
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