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Multi-label Emotion Detection via Emotion-
Specified Feature Extraction and Emotion 

Correlation Learning 
Jiawen Deng1, Fuji Ren2

Abstract—Textual emotion detection is an attractive task while previous studies mainly focused on polarity or single-emotion 
classification. However, human expressions are complex, and multiple emotions often occur simultaneously with non-negligible 
emotion correlations. In this paper, a Multi-label Emotion Detection Architecture (MEDA) is proposed to detect all associated 
emotions expressed in a given piece of text. MEDA is mainly composed of two modules: Multi-Channel Emotion-Specified 
Feature Extractor (MC-ESFE) and Emotion Correlation Learner (ECorL). MEDA captures underlying emotion-specified features 
through MC-ESFE module in advance. MC-ESFE is composed of multiple channel-wise ESFE networks. Each channel is devoted 
to the feature extraction of a specified emotion from sentence-level to context-level through a hierarchical structure. Based on 
obtained features, emotion correlation learning is implemented through an emotion sequence predictor in ECorL. During model 
training, we define a new loss function, which is called multi-label focal loss. With this loss function, the model can focus more 
on misclassified positive-negative emotion pairs and improve the overall performance by balancing the prediction of positive and 
negative emotions. The evaluation of proposed MEDA architecture is carried out on emotional corpus: RenCECps and 
NLPCC2018 datasets. The experimental results indicate that the proposed method can achieve better performance than state-of-
the-art methods in this task. 

Index Terms—Multi-label, Emotion Detection, Emotion Correlation, Multi-label Focal Loss. 

——————————      —————————— 

1 INTRODUCTION

s the rapid development of social media platforms, such 
as microblogs and twitter, it is convenient for users to 

share their attitudes about any topic. Essentially, understand-
ing the latent emotions expressed in such user-generated con-
tent has gained much attention because of its vast potential 
applications [1], [2], such as emotional chatbots [3], emotional 
text-to-speech synthesizer [4], and patient emotion monitor-
ing [5].  

As a fundamental task in sentiment analysis, emotion de-
tection has been deeply studied in the literature. Not only the 
basic emotional polarity classification [6], but emotion detec-
tion has also delved into more granular analysis [7], [8], such 
as love, hate, angry, and surprise. While many such kinds of 
researches have been implemented, most of them are con-
ducted in the single-emotion environment [9]. They are based 
on the assumption that certain textual data is associated with 
only one emotion. However, in real-world conditions, people 
often hold multiple complex emotions simultaneously, and a 
textual expression is often associated with multiple emotions 
simultaneously. Therefore, multi-label emotion detection has 
gained burgeoning attention because of its vast potential ap-
plications.  

Multi-label emotion detection task aims to recognize all 
possible emotions in a piece of textual expression [10]. In con-
ventional emotion detection networks, textual information is 

often encoded together into a representation vector and then 
directly fed into the classifier[11], [12]. However, in a textual 
expression with multiple emotions, there may be some emo-
tions with relatively weaker intensity. If information of each 
emotion is mixed and encoded together into a shared vector, 
the weaker emotions with subtle features could be covered by 
stronger emotions and be challenging to recognize. To accu-
rately recognize the emotions expressed, the quality of under-
lying emotional feature representation has an important in-
fluence on the final prediction.  

In most previous researches, multi-label emotion detection 
task is often narrowed down into multiple binary classifica-
tions [13], in which each emotion is detected respectively 
without considering their correlations. However, emotion 
correlation information provides non-ignorable features and 
is useful for improving the performance of emotion detection. 
The definition of emotion correlation can be illustrated based 
on Plutchik's work. In an emotional expression, emotion cor-
relation mainly refers to positive or negative emotional corre-
lation. Positively correlated emotions are similar to each other 
and often appearing together but with different intensities. 
Such as the emotion pair ‘Joy’ and ‘Love’ tend to appear sim-
ultaneously. Negatively associated emotions are often oppo-
site to each other and rarely appear together, such as ‘Love’ 
and ‘Sorrow’. Emotion correlation can be utilized to facilitate 
more in-depth emotion analysis in multi-label emotion recog-
nition task. 

In this paper, a Multi-label Emotion Detection Architecture 
(MEDA) is proposed to address the above challenges. MEDA 
is mainly composed of two modules: Multi-Channel Emo-
tion-Specified Feature Extractor (MC-ESFE) and Emotion 
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Correlation Learner (ECorL). MC-ESFE consists of multiple 
channels by which the features of each emotion are separately 
encoded. Each channel is devoted to the underlying feature 
representation of a specified emotion from both sentence-
level and context-level. Furthermore, an external emotion lex-
icon is introduced as prior knowledge to integrate more de-
tailed emotional information.  ECorL module is devoted to 
learning emotion correlation based on extracted emotion-
specified features from MC-ESFE. In ECorL, multi-label emo-
tion detection task is transformed as an emotion sequence 
prediction task. Bidirectional GRU network is taken as the 
emotion sequence predictor, and the emotions are sequen-
tially predicted in a fixed path. In the hidden state of each step, 
the emotion correlations of current emotion are learned by in-
formation interaction with the context of other emotions 
flowed from both forward and backward directions. Consid-
ering that the proposed MEDA network extracts emotional 
information from sentence level, context level, and emotion 
correlation level, an ensemble model called MEDA-FS is pro-
posed to integrate emotional information from different lev-
els. MEDA-FS can realize the maximization of information re-
tention and avoid information loss during bottom-up learn-
ing. During the training, positive-negative emotion correla-
tion is incorporated into the proposed multi-label focal loss 
function. By introducing a weighting factor, our loss will fo-
cus more on misclassified emotion pairs and balance the pre-
diction between positive and negative emotions. 

 Compared with existing multi-label emotion detection 
methods, the proposed MEDA architecture extracts both 
emotion-specified features and emotion correlations. The per-
formance of the proposed MEDA is verified in Chinese emo-
tional corpus: RenCECps. Experimental results show that the 
proposed architecture achieves state-of-the-art performance 
on RenCECps and demonstrates the effectiveness of MEDA. 

The major contributions of our paper can be summarized 
as follows. 

1. MEDA architecture composed of MC-ESFE and 
ECorL modules is proposed for the textual multi-
label emotion detection task. MC-ESFE can encode 
emotion-specified features in the corresponding 
channel respectively, which strengthens the under-
lying feature representation of each emotion. 
ECorL is proposed to learn emotion correlations by 
transforming multi-label emotion detection task 
into emotion sequence prediction task. 

2. MEDA-FS is proposed to fuse the information at 
sentence-level, context-level, and emotion correla-
tion level, which can realize the maximization of in-
formation retention during bottom-up learning. 

3. Multi-label focal loss function considering emotion 
correlation information is proposed for multi-label 
learning. This loss function contributes to model 
training by focusing on misclassified emotion pairs 
and balancing the prediction of positive and nega-
tive emotions. 

The rest of this paper is organized as follows: Section 2 pre-
sents a brief overview of related work on multi-label emotion 
detection task. Details of the proposed MEDA are given in 
Section 3. The experimental setting and details are presented 

in Section 4. The performance of MEDA is discussed in Sec-
tion 5. Finally, conclusions are drawn in Section 6. 

2  RELATED WORK 
As an important task in natural language processing, textual 
sentiment analysis is an emerging research field.  Tradition-
ally, sentiment analysis is applied to predict a polarity label or 
star level of product reviews [14], [15], or film reviews [16]. 
With the delving of related researches, emotion classification 
is becoming more granular [17]. There are many different tax-
onomies [18], such as Paul Ekman’s six basic emotions [19] 
and Fuji Ren’s eight basic emotions [20]. 

As one of the most obvious clues of sentiment analysis, 
emotional lexical resources directly encode sentimental 
knowledge [1], [21], and are widely used, such as WordNet-
affect [22], NRC emotion lexicon [23], and Hownet [24]. These 
emotional lexicons are the basis for early hand-crafted fea-
tures based emotional analysis [21], [25]. Given the recent suc-
cess of deep learning models, various neural network models 
have been proposed and have achieved highly competitive 
performance in sentiment analysis. LSTM networks [26] have 
shown its superior performance in context information en-
coding [27], [28], and CNN networks [29], [30] are often uti-
lized to extract local information within a sentence. Multi-task 
ensemble network performs well in emotional information 
integration and can alleviate the impact of insufficient cor-
pus[31] [32]. To achieve robust emotion feature representa-
tion, Emo2Vec is trained in [33] to encode emotional seman-
tics by multi-task learning six different emotion-related tasks. 
Different modalities, such as text, emoji, and images, can also 
be combined [34] to express emotion and complement each 
other for emotion classification. To further model the effects 
of sentimental relations, a modified GRNN is proposed [6] to 
encode the sentiment polarity and sentiment modifier context 
separately. 

In most previous studies, the complexity of emotion detec-
tion task is often narrowed down by focusing on single emo-
tion classification. However, human emotion is complex in re-
ality, and the textual expression often contains multiple emo-
tions simultaneously. To address this problem, the multi-label 
emotion detection task can be viewed as a special multi-label 
classification [10], [35], in which emotions are the multiple la-
bels. Attention-based multi-label sentence classifier is pro-
posed in [36] to imitate how humans comprehend and clas-
sify emotions. A dual attention-based transfer learning model 
is proposed in [37] to extract both general sentiment words 
and other emotion-specific words. Linguistic characteristics 
are explored in [12] to reduce the limitation of lexicon cover-
age and size.  

However, most of the above models do not take multi-la-
bel correlations into account, and they assume that the multi-
ple labels are independent of each other. Some studies try to 
explore the label correlations. To reduce the effect of irrele-
vant labels, prior knowledge of co-occur label relationships 
are incorporated [38] as a constraint for emotion prediction 
and ranking. Some approaches attempt to implicitly estimate 
label correlations by the modification of loss function. The la-
bel-correlation sensitive loss function is first proposed in [39] 
with the BP-MLL algorithm. Joint binary cross-entropy (JBCE) 
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loss is proposed by Huihui He [14] in his joint binary neural 
network (JBNN) to capture label relations. Multi-label classi-
fication can also be transformed into a sequence generation 
problem [40], [41] to capture label correlations. To reduce the 
computational complexity, partial label dependence can also 
contribute to this task, which is demonstrated in [42]. Deep 
canonical correlation analysis (DCCA) performs well in fea-
ture-aware label embedding and label-correlation aware pre-
diction [43], [44]. A semisupervised multi-label method is 
proposed in [45] while label correlations are incorporated by 
modifying the loss function. Multi-Label classification and la-
bel correlations learning can also be realized in a joint learning 
framework [46], [47].  

In contrast with most current methods, we focus on emo-
tion-specified feature extraction and emotion correlation. 
There are mainly two fundamental differences:  

1. The information of each emotion is encoded sepa-
rately, which can concentrate more on underlying 
emotion-specified feature extraction. This imple-
mentation contributes to further emotion correla-
tion learning in emotion sequence predictor.  

2. The proposed multi-label focal loss function con-
siders emotion correlation information. It can pay 
more attention to misclassified emotion pairs and 
balance the prediction of positive and negative 
emotions. 

3  PROPOSED METHOD 
To comprehensively obtain emotional information of texts, 
Multi-label Emotion Detection Architecture (MEDA) is pro-
posed in this paper. It mainly composes two modules: Multi-
Channel Emotion-Specified Feature Extractor (MC-ESFE) and 
Emotion Correlation Learner (ECorL). The framework of 
MEDA is shown as Fig. 1. 

Multi-label emotion detection task aims to detect all possi-
ble emotions from the pre-defined emotional label set: 𝐸 =
[𝑒ଵ, 𝑒ଶ, … 𝑒௅]. Considering the important influence of contex-
tual information on this task, the previous 𝑘  sentences oc-

curred before current sentence 𝑠 are taken as the context sen-
tences: 𝑠௖௫௧ = [𝑠ି௞ , … 𝑠ିଶ, 𝑠ିଵ] . Given a sentence 𝑠 =
 [𝑤ଵ, 𝑤ଶ…𝑤௡]  and its context 𝑠௖௫௧ , our proposed multi-label 
emotion recognition model MEDA is trained to output the 
predicted probability distribution 𝑃ெ௅ = [𝑝ଵ, 𝑝ଶ, … 𝑝௅] of each 
emotion, denoted as: 

𝑃ெ௅ = 𝑓ொ஽஺(𝑠, 𝑠௖௫௧) (1) 

MC-ESFE module is composed of 𝐿 parallel channel-wise 
ESFE. In each channel, ESFE extracts emotion-specified fea-
tures from sentence-level to context-level through a hierar-
chical structure. The output of each channel is combined into 
an emotion-specified feature matrix: 𝑋ாௌ

௖௫௧ =
[𝑥ாௌଵ

௖௫௧ , 𝑥ாௌଶ
௖௫௧ , … , 𝑥ாௌ௅

௖௫௧ ]. In ECorL module, emotion correlations 
are further learned from 𝑋ாௌ

௖௫௧  and multi-label emotions are 
predicted. Specifically, MEDA architecture is very flexible, 
and the algorithm applied in each module can be replaced by 
other state-of-the-art algorithms. 

3.1 MC_ESFE: Multi-Channel Emotion Specified 
Feature Extractor 

In this paper, a Multi-Channel Emotion-Specified Feature Ex-
tractor (MC-ESFE) is proposed for underlying fundamental 
feature extraction. MC-ESFE is composed of 𝐿  channel-wise 
ESFE, and 𝐿  is equal to the number of emotions. Each channel 
focuses on the feature extraction of a specified emotion, and 
each emotion's information is separately encoded in each 
channel. In this way, more details of each emotion could be 
summarized, and the features of weak emotions are pre-
vented from being covered by strong emotions to some extent.  

Fig. 1 shows the hierarchical structure of 𝑙𝑡ℎ ESFE-channel 
corresponding to emotion 𝑒௟ , 𝑙 ∈ [1, 𝐿] . Each channel con-
tains a sentence-level encoder and a context-level encoder, 
which focus on feature extraction of emotion 𝑒௟ on both sen-
tence-level and context-level.  

3.1.1 Sentence Level Encoder 
In 𝑙𝑡ℎ ESFE channel, given a sentence 𝑠, the sentence-level en-
coder 𝑓ௌିா௡

௟  projects input sentence 𝑠  to emotion-specified 
feature 𝑥ாௌ௟

௦ : 

 
(a) MEDA            (b) 𝑙𝑡ℎ ESFE channel of MC-ESFE               (c) Sentence-level encoder of 𝑙𝑡ℎ ESFE channel 

Fig. 1. (a) The illustration of the proposed MEDA: Multi-label Emotion Detection Architecture. MEDA mainly composes two modules: Multi-
Channel Emotion-Specified Feature Extractor (MC-ESFE) and Emotion Correlation Learner (ECorL). (b) The illustration of 𝑙𝑡ℎ ESFE channel 
of emotion 𝑒௟  in MC-ESFE module. (c) The illustration of sentence-level encoder of 𝑙𝑡ℎ ESFE channel in MC-ESFE module. 



4 IEEE TRANSACTIONS ON AFFECTIVE COMPUTING,  MANUSCRIPT ID 

 

𝑥ாௌ௟
௦ = 𝑓ௌିா௡

௟ (𝑠), 𝑙 ∈ [1, 𝐿]  (2) 

In sentence-level encoder 𝑓ௌିா௡
௟ , as shown in Fig. 1 (c), two 

parallel architectures with different embedding methods are 
employed to generate: (1) emotional feature representation 
𝑥ୣ୵ , (2) general sentence representation 𝑥஻ாோ் . They are inte-
grated into emotion-specified sentence-level representation 
𝑥ாௌ௟

௦  for further context-level learning. 
General sentence representation. Inspired by the pre-

trained language model learning approach and transfer learn-
ing techniques, pre-trained Chinese BERT model [48] is ap-
plied to yield general sentence representation in this paper. 
BERT stands for Bidirectional Encoder Representations from 
Transformers. Chinese BERT is designed to pre-train deep bi-
directional representations from unlabeled Chinese text by 
jointly conditioning on both left and right context in all layers. 
It remedies the limitation of insufficient training corpora and 
contributes to syntactic and semantic sentence representation. 
Given a sentence 𝑠, the general sentence representation 𝑥஻ாோ்  
is generated from Chinese BERT.  

Emotional feature representation. Arguably, it is accepted 
that general sentence representation generated by pre-trained 
language model does not contain specific emotional features, 
as no emotion-related knowledge has been included in the 
training process. To generate emotional sentence representa-
tion, emotional features are further extracted based on an ex-
ternal n-dimensional emotion lexicon. 

With the input sentence 𝑠 =  [𝑤ଵ, 𝑤ଶ, … ] , emotional 
words 𝑤ୣ =  [𝑤ଵ

௘ , 𝑤ଶ
௘ , … ] occurred in 𝑠 are firstly extracted by 

matching the emotion lexicon. The embedding of emotional 
words consists of two parts. The first is general word embed-
ding, which is realized by mapping the pre-trained Word2vec 
word embedding matrix. Each word is embedded as 𝑣୵ଶ୴ ∈
 𝑅ଵ∗஽, in which 𝐷 is the embedding dimension. The second is 
emotional word embedding, which is realized based on n-di-
mensional emotion lexicon. Each word is embedded as 
𝑣ୣ୫୭ ∈  𝑅ଵ∗௡, in which 𝑛 is the number of emotions annotated 
in emotion lexicon and the value means the intensity of corre-
sponding emotion. Finally, emotional word embedding is 
represented as 𝐸 =  [𝑣ଵ

௘ , 𝑣ଶ
௘ , … ], in which 𝑣௜

௘ ∈  𝑅ଵ∗(஽ା௡).  
Considered the polysemy of emotional words in different 

contexts, BiGRU (Bidirectional Gated Recurrent Neural Net-
works) [49] and attention network [50] are utilized to make 
the network pay more attention to significant emotional 
words. Take emotional embedding 𝐸 as input, the output of 
the hidden state of BiGRU in each step is ℎ௜ =  [ℎሬ⃑ ௜: ℎ⃐ሬ௜] , in 
which ℎሬ⃑ ௜ and ℎ⃐ሬ௜ are the output of hidden states from forward 
and backward directions, respectively. The attention mecha-
nism considers the contributions of different emotional words 
to the prediction of specified-emotion 𝑒௟ . More attention 
weight will be assigned to words related to emotion 𝑒௟ in the 
current 𝑙𝑡ℎ ESFE channel. Attention weight 𝑎௜ and weighted 
emotional feature vector 𝑥௘௪ are defined as follows: 

𝑒௜ = 𝑊ଶ
்[𝜎(𝑊ଵ

் ∙ ℎ௜ + 𝑏ଵ)] + 𝑏ଶ (3) 

𝑎௜ =
𝑒𝑥𝑝 (𝑒௜)

∑ 𝑒𝑥𝑝 (𝑒௞)௡
௞ୀଵ

 (4) 

𝑥௘௪ = [𝑎ଵℎଵ: 𝑎ଶℎଶ: … 𝑎௜ℎ௜: … ] (5) 

in which 𝜎  indicates the sigmoid activation function, 

𝑤ଵ, 𝑏ଵ, 𝑤ଶ, 𝑏ଶ indicate the model parameters, and [ : ] indicates 
the concatenation operation. 

Finally, emotional feature vector 𝑥௘௪  and general embed-
ding 𝑥஻ாோ்  is integrated, and emotion-specified sentence-
level representation 𝑥ாௌ௟

௦  is generated as follows: 
𝑥ாௌ௟

௦ = 𝑡𝑎𝑛ℎ(𝑊 ∙ 𝑥ୣ୵ + 𝑊஻ ∙ 𝑥஻ாோ் + 𝑏௦) (6) 

in which 𝑊  , 𝑊஻ and 𝑏௦ indicate the model parameters. 

3.1.2 Context Level Encoder 
Context level encoding is channel-wise implemented as well. 
As shown in Fig. 1 (b), in 𝑙𝑡ℎ ESFE channel corresponding to 
emotion 𝑒௟ , given a sentence 𝑠  and its context 𝑠௖௫௧ =
[𝑠ି௞ , … 𝑠ିଶ, 𝑠ିଵ], context-level encoder 𝑓஼ିா௡

௟  gives contextual 
emotional feature 𝑥ாௌ௟

௖௫௧. GRU network is utilized to learn con-
textual information from previous 𝑘 sentences, and the out-
put of final step is captured as the context-level representation, 
which is denoted as: 

𝑥ாௌ௟
௖௫௧ = 𝑓஼ିா௡

௟ ൫𝑥ாௌ௟
௦షೖ , … , 𝑥ாௌ௟

௦షభ , 𝑥ாௌ௟
௦ ൯, 𝑙 ∈ [1, 𝐿] 

= 𝑓ୋୖ୙(𝑥ாௌ௟
௦షೖ , … , 𝑥ாௌ௟

௦షభ, 𝑥ாௌ௟
௦ ) 

(7) 

𝑥ாௌ௟
௦ష೔ = 𝑓ௌିா௡

௟ (𝑠ି௜), 𝑖 ∈ [1, 𝑘] (8) 

Contextual emotion-specified features 𝑥ாௌ௟
௖௫௧  learned from 

each channel in MC-ESFE is output and combined as the emo-
tional feature matrix: 𝑋ாௌ

௖௫௧ = [𝑥ாௌ
௖௫௧ , 𝑥ாௌଶ

௖௫௧ , … , 𝑥ாௌ௅
௖௫௧ ] . 𝑋ாௌ

௖௫௧  is 
flowed into ECorL module for further emotion correlation 
learning. 

3.2 ECorL: Emotion Correlation Learner 
Emotion correlations are indispensable in multi-label emo-
tion detection task. In this paper, ECorL (Emotion Correlation 
Learner) is proposed to give emotion prediction based on 
emotion correlation learning.  

MC-ESFE module project inputs into a sequence of contin-
uous emotional representations 𝑋ாௌ

௖௫௧ = [𝑥ாௌଵ
௖௫௧ , 𝑥ாௌଶ

௖௫௧ , … ]. ECorL 
module takes 𝑋ாௌ

௖௫௧  as input. In ECorL module, multi-label 
emotion detection task is transformed as emotion sequence 
prediction task, and emotions are predicted in a fixed path. 
Refer to the previous work [40], the order of emotion se-
quence is set according to its occurred cumulative number in 
the corpus. BiGRU is taken as the emotional sequence predic-
tor. The operation is formulated as follows: 

𝐻௘ = 𝑓୆୧ୋୖ୙(𝑥ாௌଵ
௖௫௧ , 𝑥ாௌଶ

௖௫௧ , … , 𝑥ாௌ௅
௖௫௧ ) (9) 

𝑃ெ௅ = 𝑡𝑎𝑛ℎ (𝑊ா஼௢௥ ∙ 𝐻௘ + 𝑏ா஼௢௥) (10) 

in which 𝐻௘ = [ℎ௘ଵ, … ℎ௘௟ , … ℎ௘௅], are the hidden states of 
each step, 𝑊ா஼௢௥ and 𝑏ா஼௢௥ are the learned weight and biases, 
and 𝑃ெ௅  is the predicted probability of each emotion. In 𝑙𝑡ℎ 
step of BiGRU, the learning of hidden state ℎ௘௟ can be viewed 
as the feature extraction of a specified emotion 𝑒௟. Invalid in-
formation of current input 𝑥ாௌ௟

௖௫௧ can be filtered because of the 
gating mechanism. With the bidirectional network, emotional 
feature ℎ௘௟ is learned based on the information of other emo-
tions flowed from both forward and backward hidden state. 
In this way, emotional information interaction is realized. The 
hidden states of BiGRU are output and fed into emotion in-
teraction layer. This layer is a fully-connected layer and aimed 
to realize further emotional information interaction. In this 
way, the final emotion prediction  is obtained: 𝑃ெ௅ =
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[𝑝ଵ, 𝑝ଶ, . . 𝑝௅].  

3.3 Network Pre-training in MC-ESFE 
Each channel in MC-ESFE is dedicated to obtaining corre-
sponding emotional information, which belongs to the under-
lying feature extraction in the MEDA framework. The quality 
of feature representation has a direct impact on the perfor-
mance of upper-level emotion predictions. To improve the 
underlying feature representation, network-based transfer 
learning is employed to pre-train the sentence-level encoder 
in each channel. During transfer learning, a prediction layer 
is added to emotional sentence representation 𝑥ாௌ௟

௦  for single-
emotion prediction:  

𝑝ாௌ௟
௦ = 𝜎(𝑤௟ ∙ 𝑥ாௌ௟

௦ + 𝑏௟). (11) 

in which 𝑥ாௌ௟
௦  is the sentence-level representation of input 

sentence 𝑠 , and  𝑝ாௌ௟
௦  indicates the predicted probability of 

emotion 𝑒௟ expressed in sentence 𝑠. The first-step pre-training 
is implemented on positive-negative annotated emotional da-
tasets. The second-step is fine-tuning. During fine-tuning, the 
multi-emotion annotation {𝑠, [𝑦ଵ, 𝑦ଶ, … 𝑦௅]} of each sentence 𝑠 
in dataset 𝐷 is transformed into multiple single-emotion an-
notations: {𝑠, 𝑦ଵ} , {𝑠, 𝑦ଶ} … {𝑠, 𝑦௅} . In this way, we recon-
structed multiple binary-dataset: 𝐷෡ = {𝐷෡ଵ, 𝐷෡ଶ, … 𝐷෡௅}. For each 
binary-dataset 𝐷෡௟ , 𝑙 ∈ [1, L], sentence 𝑠 ∈ 𝐷෡௟  is annotated as 
{𝑠, 𝑦௟}. 𝐷෡௟  is fed into 𝑙𝑡ℎ  ESFE channel to fine-tune the sen-
tence-level parameters. During pre-training, binary focal loss 
[51] is utilized: 

𝐸ி௅ =  −𝛼௧(1 − 𝑝௧)௥𝑙𝑜𝑔 (𝑝௧) (12) 

𝑝௧ = ൜
𝑝ாௌ௟

௦             𝑖𝑓 𝑦௟ = 1

1 − 𝑝ாௌ௟
௦        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (13) 

in which 𝑟 is a modulating factor, and it aimed to reduce 
the relative loss of well-classified examples. 𝛼 ∈ [0,1],  is a 
weighting factor to address the problem of class imbalance. 
𝛼௧ = 𝛼 for positive label and 𝛼௧ = 1 − 𝛼 for negative label. 

3.4 MEDA-FS: Multi-level Information Fusion 
The proposed MEDA architectural learns emotional infor-
mation from sentence-level to context-level, from single-emo-
tion level in MC-ESFE to multi-emotion level in ECorL mod-
ule. Each layer in MEDA network learns different levels of in-
formation. To realize the maximization of information reten-
tion and avoid information loss during bottom-up learning, 
MEDA-FS is proposed to fuse the information from different 
levels. MEDA-FS consists of three sub-models: S-MC-ESFE, 
C-MC-ESFE, and MEDA, which give emotion predictions on 
sentence-level, context-level, and emotion correlation level, 
respectively. 

S-MC-ESFE, gives sentence-level predictions 𝑃ாௌ
௦ =

[𝑝ாௌଵ
௦ , … , 𝑝ாௌ௅

௦ ]. It is obtained during the pre-training step of 
sentence-level encoder in MC-ESFE, which is detailed in sec-
tion 3.3. 𝑃ாௌ

௦  represents the prediction based on the underly-
ing information, without considering the emotion correla-
tions and contextual information.  

C-MC-ESFE, gives context-level predictions 𝑃ாௌ
௖௫௧ based on 

sentence-level predictions of current sentence 𝑠, denoted as 
𝑃ாௌ

௦ , and sentence-level predictions of its context 𝑠௖௫௧ , denoted 
as [𝑃ாௌ

௦షೖ , … , 𝑃ாௌ
௦షభ]. GRU network is utilized to given contex-

tual prediction:  

𝑃ாௌ
௖௫௧ = 𝑓ୋୖ୙([𝑃ாௌ

௦షೖ , … 𝑃ாௌ
௦షభ , 𝑃ாௌ

௦ ]) (14) 

MEDA, gives prediction  𝑃ெ௅ = [𝑝ଵ, 𝑝ଶ, . . 𝑝௅] by consider-
ing both contextual information and emotion correlation. 

MEDA-FS, gives final predictions by comprehensively 
fuse the information from above three level, denoted as: 

𝑃 = 𝑤௦ ∙ 𝑃ாௌ
௦ +  𝑤௖ ∙ 𝑃ாௌ

௖௫௧ + 𝑤ெ௅ ∙ 𝑃ெ௅  (15) 

in which 𝑤௦ , 𝑤௖  and 𝑤ெ௅  are the weight parameters of 
each level’s information. 

3.5 Definition of Multi-label Focal Loss 
Multi-label (ML) loss function [52] is one of the most com-
monly used loss functions in multi-label learning. Instead of 
concentrating on individual label discrimination like tradi-
tional cross-entropy loss function, ML-loss focused on consid-
ering the correlations between the different labels. Inspired by 
[51], we rewrite ML-loss and called it multi-label focal loss. 
Multi-label focal loss not only considers emotion correlation 
but also focus more on misclassified emotion pairs. Besides, it 
introduces a harmonic parameter to reduce the influence of 
the imbalance prediction of positive and negative emotions. 
The definition of multi-label focal loss is defined as follows:  

𝐸ெ௅ିி௅ = ∑
ଵ

|௒೔||௒೔|

ே
௜ୀଵ ∑  𝛼௞௟

௜ ∙ 𝑒𝑥𝑝 (−(𝑝௞
௜ − 𝑝௟

௜)(௞,௟)∈௒೔×௒೔
  (16) 

𝛼௞௟
௜ =  𝑤 ∙ (1 − 𝑝௞

௜ )௥ + (1 − 𝑤) ∙ (𝑝௟
௜)௥               (17) 

in which 𝑌௜ denotes the set of positive emotions expressed 
in 𝑖th instance 𝑠௜ , and 𝑌௜ denotes the negative emotion set. 𝑝௞

௜  
and 𝑝௟

௜  are the predicted probability of positive emotion 𝑒௞ 
and negative emotion 𝑒௟ respectively. Therefore, the training 
with above loss function is equivalent to maximizing the dif-
ference of negatively related emotion pair of (𝑝௞

௜ − 𝑝௟
௜). This 

leads the system to output a higher probability for positive 
emotion while a lower probability for negative emotion. In 
this way, the emotion correlation of negatively related emo-
tion pairs can be taken into consideration. 

𝛼௞௟
௜  is a weighting factor and mainly affected by two pa-

rameters: 𝑤 ∈ (0,1) is a harmonic factor aimed to balance the 
prediction between positive and negative emotions, and 𝑟 >
0 is a modulating factor aimed to make the loss put more fo-
cus on hard and misclassified examples during training. Sig-
nificantly, while 𝑟 = 0, the proposed multi-label focal loss is 
equivalent to the multi-label loss function. 

For well-classified positive-negative emotion pairs (𝑒௞ , 𝑒௟), 
predicted probability 𝑝௞

௜  tends to 1 while 𝑝௟
௜ tends to 0. In this 

case, the difference of (𝑝௞
௜ − 𝑝௟

௜) tends to the maximum, which 
means the minimum of 𝑒𝑥𝑝 (−(𝑝௞

௜ − 𝑝௟
௜), and the weighting 

factor 𝛼௞௟
௜  tends to 0. Thereby the loss of well-classified posi-

tive-negative emotion pairs is minimized. Conversely, for 
hard-classified emotion pairs, the difference of (𝑝௞

௜ − 𝑝௟
௜) tends 

to the minimum, which could be caused by 𝑝௞
௜  tending to 0 or 

𝑝௟
௜  tending to 1. In response to the above two cases, 

𝑤 ∙ (1 − 𝑝௞
௜ )௥ and (1 −  𝑤) ∙ (𝑝௟

௜)௥ are introduced to give more 
focus on misclassified 𝑝௞

௜  and 𝑝௟
௜ respectively. 

4  EXPERIMENTS SETUP 

4.1 Datasets 
We employ two different datasets to evaluate the proposed 
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architecture, which are listed below: 
Ren-CECps Dataset is an annotated emotional corpus 

with Chinese blog texts [21]. The corpus is annotated in the 
document, paragraph, and sentence level. Each level is anno-
tated with eight emotional categories (‘Joy’, ‘Hate’, ‘Love’, 
‘Sorrow’, ‘Anxiety’, ‘Surprise’, ‘Anger’, and ‘Expect’) and cor-
responding discrete emotional intensity value from 0.0 to 1.0. 
In our experiments, those emotions with an intensity greater 
than 0.0 are labeled as 1, otherwise 0. ‘Neutral’ is regarded as 
the 9𝑡ℎ emotion label in case the sentence holds no emotion. 
After pre-processing, there is a total of 27091 sentences in 
training data and 7681 sentences in testing data. The average 
number of emotions expressed in a sentence is 1.4468.  

NLPCC2018 Dataset consists of code-switching texts in 
Chinese, and concerns another language English on a small 
scale [53]. There are total 5 emotions annotated: ‘Happiness’, 
‘Sadness’, ‘Anger’, ‘Fear’, and ‘Surprise’. After pre-processing, 
there is 4611 texts in training data and 955 texts in testing data. 
The average number of emotions expressed in a sentence is 
1.1466. 

The cumulative number of each emotion 𝑒௜ on Ren-CECps 
and NLPCC Datasets is calculated: 

𝐶𝑁௜ = ∑ (𝑦௡,௜ = 1ே
୬ୀଵ )                                 (18) 

in which 𝑦௡,௜ is the annotation of emotion 𝑒௜ in 𝑛௧௛ sample. 
The statistical results are shown in Table 1.  
 

4.2 Experimental details 
In this section, we illustrate the experimental details during 
the model training.  

In terms of the embedding of emotional words, it mainly 
consists of two parts. The first part is the general word em-
bedding. It is initialized by 300-dimensional Word2vec word 
embedding, which is trained on Chinese microblog data [54]. 
The second part is emotional embedding by mapping an ex-
ternal n-dimensional emotion lexicon. Existing emotion lexi-
cons are very rare due to the subjective and inconsistent an-
notation. In our experiments, a dimensional emotion lexicon 
is manually built based on word-level annotation on Ren-
CECps. In our lexicon, each emotion word is annotated as an 
8-dimensional vector 𝑣 . Each dimension corresponding an 
emotion in [‘Love’, ‘Anxiety’, ‘Sorrow’, ‘Joy’, ‘Expect’, ‘Hate’, 
‘Anger’, ‘Surprise’], and the value represents the emotion in-
tensity. For example, the emotional word ’不幸’ (‘Unfortu-
nately’ in English) is represented as [0., 0.23, 0.62, 0., 0., 0., 0., 
0.], which means that this word expresses stronger emotion of 
‘Sorrow’ and weaker emotion of ‘Anxiety’, and the intensities 
are 0.62, and 0.23 respectively. Specially, an extra token 
named ‘[EMO_PAD]’ is added to emotion lexicon, and its em-
bedding vector is initialized by zeros. This token will be 
treated as emotional word if the current sentence does not 
contain any other emotional words.  

For RenCECps, because of the non-coexistence of ‘Neutral’ 
label with other emotion labels, the final prediction is subject 
to the condition: only if the prediction of ‘Neutral’ label ob-
tained the highest probability among all labels, the sentence 
is predicted as ‘Neutral’. Otherwise, it is predicted as emo-
tions contained. 

In terms of the number of context sentences 𝑘, we set 𝑘 =

3, which means that the previous 3 sentences are taken as the 
contextual information.  Replication padding with the last 
sentence is utilized while the number of contextual sentences 
is less than 3.  

We set the dropout as 0.2 in EcorL module to avoid over-
fitting. The hidden size of BiGRU in sentence-level encoder is 
64 in each direction. For the binary focal loss utilized during 
the network pre-training, modulating factor  𝑟 is set to 2, and 
the weighting factor 𝛼 is set to 0.75. In multi-label focal loss, 
we set the modulating factor  𝑟 to 2 and harmonic factor 𝑤 to 
0.4. Adam optimization method is applied to train the model 
by minimizing the proposed multi-label focal loss.   

4.3 Metrics 
In multi-label emotion detection task, the evaluation is more 
complicated than traditional single-label emotion classifica-
tion. In this paper, some popular evaluation measures typi-
cally utilized in this task are utilized to measure the perfor-
mance of proposed methods [52]. 

Micro F1-score and Macro F1-score are utilized as the main 
metrics to evaluate the global performance of each model. F1 
score is the harmonic mean of precision and recall. Micro F1-
score gives each sample the same importance, while Macro 
F1-score takes all classes as equally important. Hamming 
Loss (HL) is the fraction of labels that are incorrectly predicted. 
Average precision (AP) evaluates the average fraction of la-
bels ranked above a particular label 𝑦: 𝑦 ∈ 𝑌௜ are actually in 𝑌௜, 
in which 𝑌௜ is positive emotion set of sentence. Coverage eval-
uates how far it is needed to go down the ranked emotion list 
to cover all the relevant emotions in the instance. One Error 
(OE) evaluates the fraction of sentences whose top-ranked 
emotion is not in the relevant emotion set. Ranking Loss (RL) 
evaluates the average fraction of label pairs that are reversely 
ordered for instance.  

4.4 Baseline models 
To demonstrate the performance of the proposed MEDA 
model, some baseline methods are compared in our experi-
ments: 

BR [55], Binary Relevance, based on the label independ-
ence assumption, transforms a multi-label classification prob-
lem into multiple binary classification problems.  

CC [56], Classifier Chains, a multi-label model that ar-
ranges binary classifiers into a classifier chain to capture the 
label correlations.  

LP, LabelPowerset, creates one multi-class classifier for 
every label combination attested in the training set. 

BP-MLL [52], is derived from the backpropagation algo-
rithm by employing a novel error function to capture the 

TABLE 1 
CUMULATIVE NUMBER OF EACH EMOTION IN REN-CECPS 

AND NLPCC2018 DATASETS. 

Ren-CECps  NLPCC2018 
Love 11909 Hate 3533  Happiness 2534 

Anxiety 10099 Anger 2236  Sadness 1502 
Sorrow 8184 Surprise 1121  Surprise 811 

Joy 6223 Neutral 2488  Anger 765 
Expect 4633 - -  Fear 770 
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characteristics of multi-label learning.  
DPCNN [57], a low-complexity word-level deep pyramid 

CNN network that can efficiently capture global representa-
tions of text. 

HANs [50], hierarchical attention networks that mirror the 
hierarchical structure of documents.  HANs can find the es-
sential words and sentences in a document while taking the 
contextual information into consideration. 

SGM [40], transfers multi-label classification task to a se-
quence generation problem and can capture the correlations 
between labels. 

In previous studies, several emotion classification meth-
ods have been implemented in RenCECps datasets and 
achieved the previous state-of-the-art performances. There-
fore, we take them as baselines to verify the performance of 
our method in RenCECps, which includes: 

DATN [58], divides the sentence representation into two 
different feature spaces, which aims to capture the general 
sentiment words and the other critical emotion-specific 
words via a dual attention mechanism. 

SGM-IFC [59], utilizes the attention-based Seq2Seq model 
to solve the multi-label problem. An initialized fully 
connection layer is employed to capture the correlation be-
tween any two different labels. 

For the baselines of BR, CC and LP, we take pre-trained 
BERT model as sentence encoder and Gaussian Naive Bayes 
as the classifier, and all experiments are implemented based 
on Scikit-multilearn library. The results of baselines BP-MLL, 
SGM, DATN, and SGM-IFC on RenCECps dataset are 
adopted from the published papers [38] [58] [59]. For others, 
the comparison experiments are implemented based on the 
open-source codes shared on GitHub. 

5  EXPERIMENTAL RESULTS AND DISCUSSION 
Experimental results of the proposed method and baseline 
models are reported in section 5.1. The discussions are orga-
nized into two sections. In section 5.2, we analyzed the contri-
bution of multi-level information from each sub-model. In 
section 5.3, we explore the effectiveness of proposed multi-la-
bel focal loss on this task.  

5.1 Experimental Results 
Experimental results of the proposed methods against base-
lines are shown in Table 2 and Table 3, the best two results on 
each metric are in bold and in bold italics, respectively.  

As the results shown in Table 2, the proposed model sig-
nificantly outperforms baseline models and achieves state-of-

TABLE 2 
COMPARISON RESULTS OF PROPOSED MODEL AND BASELINES ON RENCECPS DATASET  

 

 Micro F1: % (↑) Macro F1: % (↑) AP: % (↑) HL (↓) Coverage (↓) OE (↓) RL (↓) 
BR 46.40 34.79 0.6369 0.2464 2.8313 0.5221 0.1789 
CC 46.97 33.62 0.6316 0.2282 2.9721 0.5234 0.1965 
LP 45.15 42.51 0.6262 0.2069 2.9117 0.5275 0.1861 
BP-MLL 48.89 38.13 0.5545 0.2241 3.1272 0.4625 0.3234 
DPCNN 49.99 35.47 0.6543 0.1583 3.0555 0.4834 0.1993 
HANs 54.54 41.36 0.7065 0.1504 2.4631 0.4520 0.1362 
SGM 55.60 - - 0.1758 - - - 
DATN - 45.70 0.7320 - - 0.4150 - 
SGM-IFC 58.60 - - 0.1613 - - - 
S-MC-ESFE 59.24 47.73 0.7519 0.1367 2.3170 0.3760 0.1163 
C-MC-ESFE 55.30 34.34 0.7476 0.1213 2.2765 0.3915 0.1134 
MEDA 59.71 47.25 0.7576 0.1378 2.2369 0.3763 0.1084 
MEDA-FS 60.76 48.31 0.7651 0.1249 2.2226 0.3618 0.1062 

 

TABLE 3 
COMPARISON RESULTS OF PROPOSED MODEL AND BASELINES ON NLPCC2018 DATASET  

 

 Micro F1: % (↑) Macro F: % (↑) AP: % (↑) HL (↓) Coverage (↓) OE (↓) RL (↓) 
BR 48.92 41.07 67.74 0.2975 2.1645 0.4958 0.2771 
CC 49.92 40.51 68.63 0.2790 2.1221 0.4883 0.2668 
LP 47.67 36.81 67.04 0.2456 2.1592 0.5159 0.2758 
BP-MLL 55.66 41.65 74.78 0.2584 1.8896 0.4002 0.2066 
DPCNN 46.07 34.25 64.22 0.2420 2.3482 0.5414 0.3231 
HANs 55.69 42.78 76.92 0.2805 1.7930 0.3758 0.1835 
SGM 57.11 36.28 64.24 0.1843 2.7813 0.4395 0.4267 

S-MC-ESFE 63.32 49.23 77.19 0.1849 1.7340 0.3780 0.1694 

C-MC-ESFE 60.59 46.90 76.43 0.1719 1.7592 0.3895 0.1749 

MEDA 61.21 47.70 75.90 0.1696 1.7665 0.4021 0.1775 

MEDA-FS 63.02 49.42 77.12 0.1728 1.7288 0.3812 0.1681 
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the-art performance on RenCECps. Compared with SGM-IFC 
[59], which has previously achieved the state-of-the-art per-
formances, proposed MEDA-FS has improved micro-F1 score 
from 58.60% to 60.76% and reduced hamming loss from 
0.1613 to 0.1249. Compared with DATN, the proposed 
MEDA-FS has improved macro-F1 score from 45.70% to 
48.31%, improved average precision from 0.7320 to 0.7651, 
and reduced one error from 0.4150 to 0. 3618. Besides, our 
model outperforms other deep learning methods and com-
monly used machine learning methods to a great extent, such 
as BR algorithm and SGM model. 

Table 3 shows the experimental results of proposed model 
and baselines on NLPCC2018 dataset. Our proposed model 
achieved excellent results on almost all metrics except ham-
ming loss. The hamming loss of proposed MEDA-FS is 0.1728, 
while the best is 0.1617 (achieved by LP). HL is the fraction of 
wrong labels to the total number of labels and penalizes only 
the individual labels. There are mainly two reasons for the 
higher hamming loss. One reason is that weak emotions are 
difficult to predict accurately. MC-ESFE module can prevent 
the features of weak emotions from being covered by strong 
emotions to some extent, but not completely. Their emotional 
features are not noticeable and are difficult to recognize. The 
classifier tends to conservatively predict them as negative 
emotions to ensure the whole performance among all emo-
tion labels. Another reason is that the data distribution is im-
balanced. It is hard to guarantee the performance of low-
source emotion categories. In future work, more attention will 
be paid to the detection of weak and low- source emotions. In 
addition to hamming loss, the global performance of pro-
posed method can also be reflected by other multi-label met-
rics, such as micro-F1, macro-F1, and average precision, on 
which the proposed method has achieved satisfying perfor-
mance.  

5.2 Discussion of Sub-models 
MEDA-FS is composed of 3 sub-models: MEDA, S-MC-ESFE 
and C-MC-ESFE. These sub-models are devoted to learning 
information from different levels and contributing to a more 
comprehensive ensemble model. To further explore the con-
tribution of each sub-model, we further analyze their perfor-
mance on RenCECps in this section. The comparison results 
are shown in Table 4.  
 

 TABLE 4  
COMPARISON RESULTS OF SUB-MODELS ON RENCECPS.  

 

 Micro Macro 
 P  R  F1 P  R  F1 
S-MC-ESFE  52.16,  68.55,  59.24 42.48 56.72 47.73 
C-MC-ESFE 59.34,  51.77,  55.30 43.15 32.01 34.34 
MEDA 51.81,  70.46,  59.71 41.44 57.54 47.25 
MEDA-FS 55.77,  66.72,  60.76 46.10 52.21 48.31 

 
MEDA: As the global performance shown in Table 2. 

MEDA (micro-F1 = 59.71%, HL = 0.1378) outperforms the pre-
vious state-of-the-art model SGM-IFC (micro-F1 = 58.60%, 
HL = 0.1613), and outperforms another two sub-models on 
micro-F1, AP and ranking loss. MEDA network consists of 
two modules. The first is MC-ESFE, which is a hierarchical 

network and extracted emotion-specified features from both 
sentence-level and context-level in each channel. This feature 
matrix is extracted from the under-layer and each dimension 
focused on a certain emotion, which could conclude more de-
tailed emotion-specified information. Another is ECorL mod-
ule, which learns more global semantic information and emo-
tion correlations based on above emotion-specified features. 
These two modules enable MEDA to give emotion predic-
tions based on context and emotion correlation information. 

To verify whether the emotion correlation information is 
learned in MEDA, we visualize the emotional correlation co-
efficients matrix. It is calculated with Pearson product-mo-
ment correlation coefficients, which indicates the level to 
which two emotions vary together: 

𝑅௜௝ = 𝑐𝑜𝑣(𝐸௜ ,  𝐸௝)/𝜎𝐸௜ ∙ 𝜎𝐸௝ (19) 

Where 𝐸௜ =  [𝐸ଵ௜ , 𝐸ଶ௜, … 𝐸ே௜]  and 𝐸௡௜  is the emotional in-
tensity of emotion 𝑒௜ in the 𝑛𝑡ℎ sample. 𝑐𝑜𝑣(𝐸௜ ,  𝐸௝) is the co-
variance of 𝑒௜  and 𝑒௝ , and 𝜎 is the standard deviation. Fig. 2 
and Fig. 3 show the comparison of the actual correlation coef-
ficients matrix on Ren-CECps and the predicted correlation 
coefficients matrix in MEDA model. We can observe that the 
distribution of positively/negatively related emotion pairs 
predicted in MEDA is similar to the real distribution on Ren-
CECps. Taking ‘Love’ as an example. Fig. 3 shows that in ac-
tual distribution, the most positively related emotion with 
‘Love’ is ‘Joy’ (+0.20) while the most negatively related emo-
tion is ‘Anxiety’ (-0.38). This means that emotions ‘Love’ and 
‘Joy’ often occur together while ‘Love’ and ‘Anxiety’ rarely 
appear together. The above emotion correlation information 
can also be learned by MEDA: correlation coefficient of ‘Love’ 
and ‘Joy’ is +0.51 while ‘Love’ and ‘Anxiety’ is -0.65. Besides, 
there are some emotion pairs with emotion correlation that 
have been learned, such as ‘Love’ and ‘Sorrow’ (-0.39), ‘Anxi-
ety’ and ‘Joy’ (-0.43), ‘Hate’ and ‘Anger’ (+0.40), etc. The re-
sults demonstrate the ability of emotion correlation learning 
in proposed MEDA. 

S-MC-ESFE: Results in Table 2 indicate that the prediction 
of S-MC-ESFE is better than baselines on most metrics. Com-
pared with MEDA, S-MC-ESFE achieves a higher macro-F1 
value (47.73% while 47.25%). Although this gap is small, it can 
reflect the average level of emotion detection of each emotion 
category in S-MC-ESFE. The higher macro-F1 of S-MC-ESFE 
suggests that for some sparse-resources emotion categories, it 
could give more accurate prediction than MEDA model. S-
MC-ESFE is an intermediate model derived from MC-ESFE 
during sentence-level pre-training. In S-MC-ESFE, each chan-
nel is trained channel-wise and can be considered as multiple 
binary emotion classifier. During the training of each classifier, 
only the parameters of the corresponding channel are up-
dated, which could make the model focus more on the feature 
extraction of a specified emotion. Take a sentence as an exam-
ple: ‘For a long time, I write about funny things in my blog, 
but this time, my heart is heavy.’ In the channel of ‘Joy’, fea-
ture extraction will pay more attention to the words ‘funny 
things’, while ‘Sorrow’ channel focused more on ‘heart is 
heavy’. Therefore, in each channel, the prediction of whether 
the sentence contains the corresponding emotion will be more 
accurate.  
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C-MC-ESFE: In C-MC-ESFE model, contextual infor-
mation is further considered compared with S-MC-ESFE 
model. The results in Table 2 shows that both macro-F1 and 
micro-F1 are inferior to S-MC-ESFE. However, C-MC-ESFE 
achieves a better hamming loss (HL = 0.1213) than MEDA 
(HL = 0.1378). To further explore the role of C-MC-ESFE in 
MEDA-FS model, we further compared the micro/macro 
precision and recall of each sub-model. The results are shown 
in Table 4. 

From Table 4, we can see that the lower F1-score of C-MC-
ESFE mainly because of the lower recall during prediction. Its 
micro recall is 51.77% while S-MC-ESFE is 68.55%. Although 
its recall is lower, it can ensure that the prediction is more ac-
curate: micro-precision of C-ESFE is 59.34% while S-MC-ESFE 
is 52.16%. This means that the prediction given by C-MC-
ESFE model is more rigorous. Therefore, with higher preci-
sion, the C-MC-ESFE model improves the confidence for the 
final prediction of the ensemble model.  

S-MC-ESFE, C-MC-ESFE, and MEDA mean different lev-
els of information from sentence-level, context-level, and 
emotion correlation level. They are integrated into MEDA-FS 
and contribute to more accurate and stable predictions in 
emotion detection task. 

 

 
Fig. 2. Emotional correlation coefficients matrix in RenCECp 

 
Fig. 3. Emotional correlation coefficients matrix learned by MEDA 

5.3 Ablation experiments 
In the sentence-level embedding, we extract the emotional 
features based on the external emotional lexicon. To evaluate 
the effect of emotional features on experimental results, we 
train the model without this feature on RenCECps dataset. 
The experimental ablation results are shown in Table 5.  

From Table 5, both MEDA model and MEDA-FS model 
with emotional features outperform the models without emo-
tional features on almost all metrics. It is revealed that consid-
ering emotional features can make contributions to the classi-
fication improvement. In deep emotion recognition models, 
low-resource emotional datasets have been challenging, and 
effectively incorporating existing emotional resources is the 
key to improving performance. In proposed MEDA, external 
emotional lexicon works as prior knowledge and is directly 
incorporated in sentence-level encoding. This method imple-
ments external knowledge supplementation in the simplest 
way and contributes to the effective extraction of emotional 
features. 

 
TABLE 5 

ABLATION STUDY ON RENCECPS DATASET 
 

 MEDA MEDA-FS 
 With Without With Without 
Micro F1: %  59.71 56.22 60.76 57.33 
Macro F1: %  47.25 42.91 48.31 44.16 
AP  0.7576 0.7322 0.7651 0.7411 
Hamming Loss 0.1378 0.1342 0.1249 0.1313 
Coverage  2.2369 2.3703 2.2226 2.3322 
One Error  0.3763 0.4101 0.3618 0.3959 
Ranking Loss  0.1084 0.1239 0.1062 0.1189 

‘With’ and ‘without’ denote with and without emotional features. 
 

5.4 Discussion of multi-label focal-loss 
In this section, we discuss the effectiveness of proposed multi-
label focal loss (ML-FL) on emotion detection results. In the 
definition of multi-label focal loss, 𝑤  is a harmonic factor 
aimed to balance the prediction of positive and negative la-
bels. In this way, it has an effect on balancing the results of 
precision and recall, thus obtains an optimal F1 value. To ver-
ify the influence of 𝑤 in emotion detection, we vary the value 
of w from 0. to 1. and compared it with two other commonly 
used loss functions: binary cross-entropy loss function(CE-
loss) and multi-label loss function (ML-loss). The comparison 
experiments are implemented on RenCECps dataset, and the 
results are shown in Fig. 4, Table 6.  

The results of CE-loss and ML-loss both show a higher re-
call (81.06% and 80.60% in micro-recall) while lower precision 
(41.95% and 44.39% in micro-precision). Precision is the aver-
age probability of relevant retrieval, while recall is the average 
probability of complete retrieval. They are two metrics re-
strain mutually [60]. In this emotion detection task, we hope 
to recognize as many emotions as possible, based on the 
premise of ensuring precision. It can be seen from the trend of 
the curve in Fig. 4: a proper 𝑤 can modulate the value be-
tween recall and precision, thus achieve both higher precision 
and F1-score to alleviate the above problems. 
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Fig. 4. The comparison results for cross-entropy(CE), multi-label loss 
function(ML), and proposed multi-label focal loss for different values 
of weight. 

We will analyze the role of the parameter 𝑤 in the curve 
change. From the tendency of the curve in Fig. 4, we can see 
that as the weight 𝑤 increases, precision shows a downward 
trend, recall shows an upward trend while the overall trend 
of F1-score is to rise first and then fall. The loss function pro-
posed in this paper is committed to maximizing the predic-
tion difference between positive-negative emotion pairs. The 
weighting factor 𝛼 is dedicated to balancing the prediction of 
positive and negative labels, which aimed to recognize as 
many emotions as possible while ensuring the accuracy of 
prediction. The weight 𝛼 is consists of two parts to control the 
prediction loss of positive and negative emotions, respec-
tively: 

𝛼௣௢௦
௜ = 𝑤 ∙ ൫1 − 𝑝௞

௜ ൯
௥
, 𝛼௡௘௚

௜ = (1 − 𝑤) ∙ (𝑝௟
௜)௥ (20) 

Considering the limit case, if harmonic factor 𝑤 gradually 
increases to the maximum 𝑤 = 1： 

𝛼௣௢௦
௜ ≈ ൫1 − 𝑝௞

௜ ൯
௥
, 𝛼௡௘௚

௜ ≈ 0 (21) 

 
In this case, as long as the model predicts all the emotion 

as 𝑝௜ = 1, it is possible to minimize 𝛼௣௢௦
௜ = 0, thereby mini-

mizing the loss. In this way, the prediction gap between pos-
itive and negative emotion pairs 𝑒𝑥𝑝 (−(𝑝௞

௜ − 𝑝௟
௜)  can only 

play a weak role. Therefore, the results show a higher recall 
while precision is difficult to be guaranteed: while 𝑤 = 1.0, 
the micro-precision, recall, and F1-score are 39.22%, 85.29%, 
and 53.74%, respectively. 

Conversely, as 𝑤 gradually decreases, 𝛼௡௘௚
௜  gradually in-

creases. In this way, the prediction error of the negative label 
will bring greater losses. To reduce the loss, the model pre-
dicts the positive label more conservatively, and thus the re-
call decreased and precision could be guaranteed to some ex-
tent. Therefore, it can be assumed that by choosing an appro-
priate value of 𝑤, it is possible to reach a balance between pre-
cision and recall, and then achieve satisfactory results. As the 
results in Fig. 4, take F1-score to measure the overall perfor-
mance, while 𝑤 ∈ [0.3,0.5], proposed multi-label focal loss 
outperforms cross-entropy and multi-label loss function. To 
be specific, while 𝑤 = 0.4, its micro-precision is 51.81%, mi-
cro- recall is 70.46%, micro-F1-score is 59.71%. Compared 
with ML-loss, although the recall drops, its micro-precision 
improved 7.42% and micro-F1 improved 2.46%. Table 6 
shows the comparison results of different loss functions on 
multi-label metrics, which demonstrate that multi-label loss 
function outperforms others. 

6  CONCLUSIONS 
In this paper, a Multiple-label Emotion Detection Architec-
ture (MEDA) was proposed for the textual multi-label emo-
tion detection task. MEDA was composed of two modules, its 
key idea was to capture emotion-specified features by MC-
ESFE module in advance, and then learn emotion correlations 
based on above features in ECorL module. In MC-ESFE mod-
ule, information of each emotion reflected in the text was sep-
arately encoded from sentence-level to context-level, which 
contributed a lot to underlying fundamental feature extrac-
tion. In ECorL module, bidirectional-GRU network was uti-
lized as emotion sequence predictor and emotion correlation 
learning was implemented among emotion-specified features. 
MEDA-FS integrated three sub-models derived from MEDA, 
and realized information fusion from sentence-level, context-
level, and emotion correlation level. Furthermore, to incorpo-
rate emotion correlation information into model training, 
multi-label focal loss was proposed for multi-label learning. 
The proposed model achieved satisfactory performance and 
outperformed state-of-the-art models on both RenCECps and 
NLPCC2018 datasets, which demonstrated the effectiveness 

TABLE 6  
RESULTS COMPARISON OF MEDA MODEL WITH DIFFERENT LOSS FUNCTIONS 

 

 Micro % (↑) Macro: % (↑) AP: %  
(↑) 

HL  
(↓) 

Coverage  
(↓) 

OE  
(↓) 

RL  
(↓)  P P F1 P P F1 

CE-loss 41.95 81.06 55.29 37.26 64.71 42.79 0.7064 0.1900 2.4496 0.4598 0.1349 
ML-loss 44.39 80.60 57.25 35.49 69.84 46.07 0.7227 0.1745 2.3652 0.4421 0.1251 
ML-FL (w = 0.4) 51.81 70.46 59.71 41.44 57.54 47.25 0.7576 0.1378 2.2369 0.3763 0.1084 
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of the proposed method for multi-label emotion detection. 
There is still much space for improvements in our works. 

Discernible feature representation of the weak emotion cate-
gory is a critical problem in multi-label emotion detection task. 
Our proposed MC-ESFE module can prevent the features of 
weak emotions from being covered by strong emotions to 
some extent, but not completely. In future work, we will try 
to explore more effective methods to recognize weak emo-
tions more accurately. During the emotional feature extrac-
tion in our model, an external emotion lexicon was severed as 
prior knowledge to enhance emotional feature representation. 
Abundant resources are the basis of neural network training. 
In future work, more emotional data will be incorporated for 
better emotion understanding.  
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