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From the beginning of this century, Artificial Intelligence (AI) h
as evolved to handle problems in image recognition, classification
, segmentation, etc. AI learning is categorized by supervised, sem
i—-supervised, unsuperviéed or reinforcement. Some researchers have
said that the future of Al is self-awareness, which is based on re
inforcement learning by awarding based on task success. Moreover,
it is said that the reward would be harvested from human reactions
, specially emotion recognition. On the other hand, emotion recogn
ition is a new inspiring field, but the lack of enocugh amount of d
ata for training an AI system is the major problem. Fortunately,
in the near future, it will be necessary to correctly recognize hu
man emotions because image and video dataset availability is rapid
ly increasing. Emotions are mental reactions (such as anger, fear,
etc. ) marked by relatively strong feelings and usually causing p
hysical reactions to previous actions in short time duraticen focus
ed on specific objects. We are focusing on emotion recognition us
ing face, body part, and intonation. As stated earlier, automatic
understanding of human emoticn in a wild setting using audiovisual
signals is extremely challenging. Latent continuous dimensions ca
n be used to accomplish the analysis of human emotional states, be
haviors, and reactions displayed in real-world settings. Moreover,
Valence and Arousal combinations constitute well-known and effect
ive representations of emotions. In this thesis, a new Non-Inerti
al loss function is proposed to train emotion recognition deep lea
rning models. It is evaluated in wild settings using four types o
f candidate networks with different pipelines and sequence lengths
It is then compared te the Concordance Correlation Coefficient (
CCC) and Mean Squared Error-‘(MSE) losses commonly used for trainin
g. To prove its effectiveness on efficiency and stability in cont
inuous or non-continuous input data, experiments were performed us
ing the Aff-Wild dataset.. Encouraging results were obtained. The ¢
ontributions of the proposed method Non—-Inertial loss function are
as Tollows:
1. The new loss function allows for Valence and Arousal to be view




ed together

2. Ability to train on less data

3. Better results4.

Faster training times




