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Abstract 

Owning the capability to express specific emotions by a chatbot during a conversa-

tion is one of the key parts of artificial intelligence, which has an intuitive and quanti-

fiable impact on the improvement of chatbot’s usability and user satisfaction. Enabling 

machines to emotion recognition in conversation is challenging, mainly because the 

information in human dialogue innately conveys emotions by long-term experience, 

abundant knowledge, context, and the intricate patterns between the affective states. 

Recently, many studies on neural emotional conversational models have been con-

ducted. However, enabling the chatbot to control what kind of emotion to respond to 

upon its own characters in conversation is still underexplored. At this stage, people are 

no longer satisfied with using a dialogue system to solve specific tasks, and are more 

eager to achieve spiritual communication. In the chat process, if the robot can perceive 

the user's emotions and can accurately process them, it can greatly enrich the content 

of the dialogue and make the user empathize. 

In the process of emotional dialogue, our ultimate goal is to make the machine un-

derstand human emotions and give matching responses. Based on these two points, this 

thesis explores and in-depth emotion recognition in conversation task and emotional 

dialogue generation task. In the past few years, although considerable progress has been 

made in emotional research in dialogue, there are still some difficulties and challenges 

due to the complex nature of human emotions. The key contributions in this thesis are 

summarized as below: 

(1) Researchers have paid more attention to enhancing natural language models with 

knowledge graphs these days, since knowledge graph has gained a lot of systematic 

knowledge. A large number of studies had shown that the introduction of external com-

monsense knowledge is very helpful to improve the characteristic information. We ad-

dress the task of emotion recognition in conversations using external knowledge to en-

hance semantics. In this work, we employ an external knowledge graph ATOMIC to 
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extract the knowledge sources. We proposed KES model, a new framework that incor-

porates different elements of external knowledge and conversational semantic role la-

beling, where build upon them to learn interactions between interlocutors participating 

in a conversation. The conversation is a sequence of coherent and orderly discourses. 

For neural networks, the capture of long-range context information is a weakness. We 

adopt Transformer a structure composed of self-attention and feed forward neural net-

work, instead of the traditional RNN model, aiming at capturing remote context infor-

mation. We design a self-attention layer specialized for enhanced semantic text features 

with external commonsense knowledge. Then, two different networks composed of 

LSTM are responsible for tracking individual internal state and context external state. 

In addition, the proposed model has experimented on three datasets in emotion detec-

tion in conversation. The experimental results show that our model outperforms the 

state-of-the-art approaches on most of the tested datasets. 

(2) We proposed an emotional dialogue model based on Seq2Seq, which is improved 

from three aspects: model input, encoder structure, and decoder structure, so that the 

model can generate responses with rich emotions, diversity, and context. In terms of 

model input, emotional information and location information are added based on word 

vectors. In terms of the encoder, the proposed model first encodes the current input and 

sentence sentiment to generate a semantic vector, and additionally encodes the context 

and sentence sentiment to generate a context vector, adding contextual information 

while ensuring the independence of the current input. On the decoder side, attention is 

used to calculate the weights of the two semantic vectors separately and then decode, 

to fully integrate the local emotional semantic information and the global emotional 

semantic information. We used seven objective evaluation indicators to evaluate the 

model's generation results, context similarity, response diversity, and emotional re-

sponse. Experimental results show that the model can generate diverse responses with 

rich sentiment, contextual associations. 
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Chapter 1 

Introduction 

1.1 Motivation 

To have a virtual assistant or a chat system with adequate intelligence has seemed 

elusive and might only exist in science fiction film movies and novels for a long time. 

Recently, human-machine dialogue has received more and more attention due to its vast 

potential and attractive commercial value. 

With the development of big data and deep learning technology, the goal of creating 

an automated human-machine dialogue system as our personal assistant or chat com-

panion is no longer an illusion. Due to the emergence of smart personal devices (such 

as smartphones, smart speakers, car control terminals, etc.) in the past decade, building 

a dialogue model for barrier-free communication with humans has become the focus of 

research. Predominantly, these devices will have a single user who will interact many 

times over a long period of time, in some sense building a “relationship” with the user. 

Building machines that are able to vocally communicate with users is driven by the 

desire to make human-machine interaction as natural and efficient as possible. Due to 

the remarkable advances in Automatic Speech Recognition and speech synthesis, many 

personal assistant applications (such as Siri, Google Assistant, Cortana, Alexa, etc.) 

have been fielded.  

Implementing the way humans converse in a machine involves many issues: no more 

need for traditional interaction devices like the keyboard, hands-free and eye-free inter-

action, new communication paradigms where a real human-human conversation is sim-

ulated. These issues are also emphasized by the new technological trends in the modern 
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world: the Internet of Things (IoT), smart devices, etc. Also, recent advances gave birth 

to vocal agents both in academia and industry. Nowadays, it is possible to check for 

restaurants around, check one’s account, or send a search query on the web by uttering 

a few words only. Also, conversational agents are able to understand more and more 

vocabulary and language variations.  

On the one hand, nowadays we can easily access big data for conversations on the 

Web and we might be able to learn how to respond and what to respond given any 

inputs, which greatly allows us to build data-driven, open-domain conversation systems 

between humans and computers. On the other hand, deep learning techniques have been 

proven to be effective in capturing complex patterns in big data and have powered nu-

merous research fields such as computer vision, natural language processing and rec-

ommender systems. Hence, a large body of literature has emerged to leverage a massive 

amount of data via deep learning to advance dialogue systems in many perspectives. 

Nevertheless, the ability of these systems to carry out real and natural dialogue is still 

very limited, which is due to the lack of anthropomorphic emotions. Emotion interac-

tion is a common psychological phenomenon in human’s daily life. Accurate emotion 

recognition is the premise of effective human communication, interaction, and deci-

sion-making. Only in the past few years has emotional conversation gained attention 

from the research community due to the increase of public availability of conversational 

data. Nevertheless, for this research, it is necessary to continuously develop and opti-

mize calculation methods to achieve more accurate emotion prediction in conversations 

and generate utterances with richer emotions. 

1.2 Significance of Research 

The main goal of constructing a dialogue system is to solve users' problems and con-

cerns by simulating the way humans communicate with each other. Since human lan-

guage is too complex to be regarded as a single goal, dialogue systems must model 

different aspects of human communication separately. Hence, a large body of literature 
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has emerged to leverage a massive amount of data via deep learning to advance dialogue 

systems in many perspectives. Recent years have witnessed the emotional conversation 

models in the context of dialogue systems and, hence, increasing attention from the 

natural language processing community. Empathy is the capability of projecting the 

feelings and ideas of the other party to someone’s knowledge. Integrating empathy into 

the design of the dialogue system is essential to improve the user experience in human-

computer interaction. Empathy and empathy are necessary factors for the dialogue sys-

tem to be regarded as a social partner by humans. Emotional support aims at reducing 

individuals’ emotional distress and helping them understand and work through the chal-

lenges that they face. Despite the importance and complexity of emotional support, re-

search on data-driven emotional support dialog systems is limited due to a lack of both 

task design and relevant corpora of conversations that demonstrate diverse emotional 

support skills in use. Existing research systems that relate to emotional chatting or em-

pathetic responding return messages that are examples of emotion or empathy and are 

thus limited in functionality, as they are not capable of many other skills that are often 

used to provide effective emotional support [1]. People are not naturally good at being 

supportive, so guidelines have been developed to train humans how to be more support-

ive.  

It is also important to analyze the emotions in the dialogue when constructing an 

emotional support dialogue system. In recent years, due to the development of deep 

learning, enhanced learning, and the construction of a large dataset for dialogue, the 

research on emotion recognition in conversation (ERC) has received attention. Text is 

the most basic element that composes a series of dialogues. It is also a carrier of emo-

tions that can make human-computer interaction more accurate and intelligent. ERC is 

emerging research, which aims to detect the emotion expressed in discourse in the dia-

logue between two or more interlocutors. Due to the increase in the openness of dia-

logue data and the construction of emotional dictionaries, emotion recognition in the 

conversation has become popular in the field of natural language processing. Emotion 

recognition in conversation can help analyze conversations in real-time. The task is 
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important to research in several areas, such as affective dialogue systems [2, 3, 4], 

healthcare [5, 6] recommendation system [7], and so on. 

1.3 Research Contents 

For a long time, whether there is an emotion or not is one of the most essential to 

distinguish between human and machine. In other words, whether the machine has emo-

tion is also one of the key factors for the degree of humanization of the machine [8]. As 

a comprehensive technology, emotional computing is a key step of artificial intelli-

gence's emotionalization, including emotion recognition, expression, and decision [9, 

10]. "Recognition" is to let the machine accurately recognize human emotions and elim-

inate uncertainty and ambiguity; "Expression" means that artificial intelligence ex-

presses emotions with suitable information carriers, such as language, sound, posture, 

and expression; "Decision-making" mainly studies how to use emotional mechanism to 

make better decisions [11]. 

After the barriers of artificial intelligence and other technologies to the application 

market and speech recognition technology are broken, natural language generation and 

emotional computing have gradually become the biggest challenges for dialogue and 

communication between humans and dialogue systems. Natural language generation 

needs to understand the needs of user input. For the input sentences, the needs of dif-

ferent domain objects are very different, so different processing strategies are needed 

to accurately understand the meaning of the input and generate accurate responses. On 

the premise of generating an accurate response, the analysis and addition of emotion in 

the dialogue is the key step for the dialogue system to inject the soul. Only the accurate 

classification of emotions can lay the cornerstone for follow-up work. 

This thesis revolves around the above challenges. The main research contents mainly 

include two parts. 
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(1) ERC with External Knowledge 

Emotion Recognition in Conversation (ERC) task is a specific text classification task, 

which aims to assign all possible sentiment labels to a given dialogue utterance. As a 

typical natural language processing task, the performance of the ERC model can be 

guaranteed due to the disclosure of emotional dialogue data and the increase in availa-

bility in recent years. Unlike vanilla emotion recognition of sentences/utterances, ERC 

ideally requires context modeling of the individual utterances. This context can be at-

tributed to the preceding utterances and relies on the temporal sequence of utterances. 

Compared to the recently published works on ERC [1, 12, 13], both lexicon-based [14, 

15] and modern deep learning-based [16, 17] vanilla emotion recognition approaches 

fail to work well on ERC datasets as these works ignore the conversation specific fac-

tors such as the presence of contextual cues, the temporality in speakers’ turns, or 

speaker-specific information. 

This thesis proposes utilizing external knowledge to enhance semantics network ar-

chitecture that incorporates conversational semantic role labeling Information and the 

commonsense knowledge feature from external corpora for emotion recognition in con-

versation. A knowledge enhanced language representation layer based on self-attention 

has been developed for fusion extraction. Based on the utterance representations rich in 

external knowledge, the contextual external state, and individual internal state are mod-

eled to predict the emotional label of conversation. 

(2) Emotional conversation generation 

Scholars who study natural language dialogue generation models usually focus on 

the semantics of generated sentences, including grammaticality, diversity, and topic 

relevance, but they lack attention to human emotions [18]. Thanks to the rapid advance 

of deep learning, neural networks make breakthroughs in speech recognition and ma-

chine translation and expand to the breakthroughs in conversation generation. The emo-
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tional intelligence of conversation generation significantly defines the ability to per-

ceive, understand, express and control emotions, developing the methods for conversa-

tion generation problems such as semantics, grammar, smoothness, etc.  

Generally, humans have the unique capacity to perceive and express emotions with 

language in communications, they have unique characters and could control the specific 

emotion expression in various situations on their own [19]. Prior works have success-

fully made the conversational agents obtain emotional features in responses. However, 

the manners of these agents are controlled by users in a conversation, they are only 

responsible for generating response in manual input manner, which is not the case for 

human conversation in practice. Hence, the strategy of equipping the model with the 

ability to control the specific emotional response generation upon its own characters is 

still in challenge. 

This thesis proposes an emotional dialogue model based on Seq2Seq, which is im-

proved from the four aspects of model input, encoder structure, decoder structure, and 

search algorithm so that the model generates emotional, diverse, and context-related 

responses. In terms of model input, emotional information and location information are 

added based on word vectors. In terms of the encoder, this research first encodes the 

current input and sentence sentiment to generate semantic vectors, and additionally en-

codes the context and sentence sentiment to generate context vectors and adds contex-

tual information while ensuring the independence of the current input. In the decoder, 

attention is used to calculate the weights of the two semantic vectors separately and 

then decode, and at the same time increase the calculation of the emotional distance on 

the loss function. 

1.4 Thesis Organizations 

This thesis mainly investigates the background and research status of emotion recog-

nition in conversation task and emotional dialogue generation task, and proposes some 
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specific methods to solve some existing challenges. The organizational structure of this 

thesis is as follows: 

Chapter 1: Introduction 

In this chapter, we talk about the motivation and significance of emotional conversa-

tion, and introduce the main research contents and organizational structure of this thesis. 

Chapter 2: Background 

In this chapter, we introduce the background and related works of ERC task and 

emotional dialogue generation task. This chapter first introduces existing psychological 

emotion models. Then the research status and progress technology in recent years is 

reviewed. 

Chapter 3: Utilizing External Knowledge to Enhance Semantics in ERC 

In this chapter, we give the definition of the ERC task, and proposed a KES model 

for this task to fuse external commonsense knowledge and SRL information. 

Chapter 4: Conversation Generation with Expressed Emotions 

In this chapter, we elaborated on the basic concepts of the dialogue model and con-

structed an emotional dialogue model to generate emotional dialogue responses. 

Chapter 5: Conclusion and Future Works 

In this chapter, we conclude the main contents of this thesis and give meaningful 

directions for future work. 
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Chapter 2 

Background 

2.1 Psychological Emotion Models 

Emotion recognition has been an active research field for many years and has been 

explored in interdisciplinary fields such as machine learning, signal processing, social 

and cognitive psychology, etc [20]. In psychology, emotions are divided into basic emo-

tions and complex emotions according to whether it is difficult to sum up with one word. 

There are two main types of psychological emotion models that describe how humans 

perceive and classify emotions: discrete emotion model and dimensional emotion 

model. Emotions are divided into several basic emotions, which are often relatively 

independent. Although many studies are devoted to the classification of human emo-

tions, there is no consensus on the definition of basic emotions. 

Discrete emotion models have been widely used in emotion recognition task because 

of simplicity and intuitiveness. Emotions are classified into several basic emotions, 

which are often relatively independent. Although many studies are devoted to classify-

ing human emotions, there is no consensus on the definition of basic emotions. The 

discrete emotion model uses adjective labels to express emotion. Simply divides dis-

crete emotions into two basic emotions: pain and happiness [21]. In the categorical front, 

As shown in Figure 2.1, Plutchik [80]’s wheel of emotions defines eight discrete pri-

mary emotion types, each of which has finer related subtypes. Furthermore, Ekman [22] 

concludes six basic emotions: anger, disgust, fear, happiness, sadness and surprise. Alt-

hough there are more than 10 emotion description models used within the field, Ek-

man’s six basic emotions and seven basic emotions added with neutrality are the most 
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used ones [23]. The discrete emotion model is simple, intuitive and widely used, but its 

description accuracy is not high, its continuity is not good, and the emotions that can 

be represented by the model are limited. Scholars established dimensional categoriza-

tion models to overcome these deficiencies instead. 

 

Figure 2.1 Plutchik’s wheel of emotion [79]. 

Dimensional emotion model measures emotion states with numerical dimensions. 

Each emotion is described as a multi-dimensional vector. In each dimension, the value 

is continuously changed to distinguish the nuances of emotion, and the extremes of two 

directions mean two polarities. Most dimensional categorization models [24, 25] adopt 

two dimensions: valence and arousal. Valence represents the degree of emotion, and 

arousal represents the intensity of emotion. The commonly used ERC dataset IE-

MOCAP is compatible with classification and dimension models. However, some later 

ERC datasets like DailyDialogue can only be used for classification models. Most da-
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tasets use simple classifications, similar to variations of Ekman. Each emotional utter-

ance in the EmoContext dataset is labeled as one of the following emotions: sadness, 

happiness and anger. Annotators of the EmoContext dataset are more consistent com-

pare because its emotion classification is very simple. However, the short length of 

context and simple emotion classification make ERC task less challenging on this da-

taset. 

2.2 Emotion Recognition in Conversation 

ERC is a research topic under spotlight in the field of natural language processing in 

recent years, which has potential significance in many fields, such as healthcare, opin-

ion mining, education, recommendation system, and so on. With the open-source of 

numerous conversation datasets with acoustic, textual, and visual features, many deep 

learning methods have been applied to conversational emotion recognition. 

Recognition and expression are two key technical links in emotional computing [26]. 

Emotion recognition can extract the features of emotion signals and get the emotion 

feature data that can represent human emotions to the maximum extent. Based on this 

model, the mapping relationship between the external representation data of emotion 

and the internal emotional state is found out, and then the current internal emotion types 

of human beings are identified, including voice emotion recognition, facial expression 

recognition, and physiological signal emotion recognition. 

Different from other emotion recognition tasks, conversational emotion recognition 

is not only for sentences/utterances, but also depends on the context and the state of 

participants for modeling. Natural dialogues are complex, and they are governed by 

many variables, which depend on the time sequence of discourse and affect the emo-

tional dynamics of participants. These variables include topic, argumentation logic, in-

tention, interlocutors’ personality, and so on [27]. Figure 2.2 depicts how these factors 

play out in a conversation. The topic of the conversation and the personality of the 

participants in the conversation always affect the entire conversation, regardless of time. 
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The current speaker makes a decision on the response based on the context of the con-

versation, the previous utterance being the most important one since it usually makes 

the largest change in the joint task model or the speaker’s emotional state. Generally, 

dialogue utterance features (argumentation logic, interlocutor viewpoint, inter-personal 

relationship and dependency) are all encoded in the individual state. The intention of 

the speaker is determined based on the previous intention and the status of the speaker, 

because the interlocutor may change his intention according to the other party's words 

and the current situation. The speaker would also formulate appropriate emotions for 

the response based on individual status and intentions. The final dialogue response is 

based on the speaker's individual state, intentions and emotions. These variables help 

express the views and discourse structure of the dialogue, thereby improving the se-

mantic understanding of the dialogue, including the expression and recognition of emo-

tions. 

 

Figure 2.2 The interaction between different variables in the conversation. 
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  Recently, a large number of studies have designed models and algorithms based 

on deep learning for ERC. Numerous efforts have been devoted to the modeling of 

conversation context. Basically, they can be divided into two categories: graph-based 

methods and recurrence-based methods [28]. For graph-based methods, they collect the 

information of surrounding utterances in a specific window at the same time, while 

ignoring distant utterances and sequential information. For recurrence-based methods, 

they consider distant utterances and continuous information by time coding the utter-

ances. However, they tend to use only the relatively limited information from recent 

utterances to update the status of query utterances, which makes it difficult for them to 

obtain satisfactory performance. 

DialogueRNN [13] mainly solves the problem of emotion recognition in conversa-

tion. Propose solutions to the problem of not distinguishing the different parties to the 

conversation in a meaningful way. For example, it is impossible to determine who is 

the speaker of a certain utterance in a conversation. DialogueRNN performs individual 

modeling for each participant of the dialogue, based on the speaker, the context of the 

current discourse, and the emotion in the context. The model consists of three Gate 

Recurrent Units (GRU): Global GRU, Party GRU, and Emotion GRU. The Global GRU 

controls the global state, and updates the current conversation utterance and the indi-

vidual state of the speaker according to the state of the previous time step. Party GRU 

models the speakers and listeners participating in the conversation and tracks the indi-

vidual state of each person. For the individual state of the speaker, the status is updated 

according to the current conversation utterance, conversation participation state, 

speaker or listener at the current time step. For the listener, it is only relevant to the 

conversation when he is speaking. In other words, a person who is silent has no influ-

ence on the conversation. Emotion GRU calculates the current emotional state based on 

the above emotion and the individual state of the speaker. 

DialogueRNN adopts an attention mechanism to pool all or part of the dialogue in-

formation for each target utterance. However, this pooling mechanism does not con-

sider the information of the utterance and the relative position of the target utterance 
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and other utterances. Inter-speaker dependence or self-dependence helps the model un-

derstand the emotional inertia of the individual speaker, that is, the speaker resists the 

influence of external changes in his emotions. On the other hand, considering the rela-

tive position of the target utterance and the contextual utterance determines how the 

past utterance affects the future utterance. In order to solve this problem, DialogueGCN 

[29] introduces Graph Involuntary Network (GCN) into ERC task, which models se-

quential context and speaker-level context through adjacent utterances for each target 

utterance. DialogueGCN proposes a speaker-level context encoder in the form of a 

graph network to capture the contextual information related to the speaker in the dia-

logue. Effective modeling of the speaker level requires capturing the independence be-

tween speakers and the speakers themselves. A directed graph is designed in the se-

quentially encoded utterance to capture the interaction between the participants in the 

dialogue. In addition, the modified model also proposes a convolution feature transfor-

mation process based on local neighbors to create rich speaker-level context encoding 

features. Each speaker in the conversation would be uniquely affected by each other, so 

we assume that clearly declaring these relationship edges in the graph would help cap-

ture the interdependence and self-dependence between speakers, which would in turn 

promote the speaker level Context encoding. 

Some recent related works have supplemented information by introducing common 

sense knowledge in the knowledge graph. Zhong et al. [30] propose Knowledge En-

riched Transformer (KET), which learns structured conversation representation through 

layered self-attention and external common knowledge. KET uses Transformer to ana-

lyze conversations and detect emotions. Compared with the existing gate RNN and 

CNN, Transformer's hierarchical self-attention and cross-attention modules enable the 

model to use contextual information more effectively. KET obtains dynamic situation-

aware and emotion-related commonsense knowledge from external knowledge bases 

and emotion dictionaries to facilitate emotion detection in dialogue. COSMIC [31] pro-

poses a neural network structure framework that introduces external knowledge which 

introduces external knowledge to improve performance by establishing a huge 
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knowledge base. In a dialogue, the speaker's expression would definitely have an im-

pact on the listener, and these effects have some commonsense information that can 

help the model to reason. For example, if a person speaks with an angry mood, it would 

have a negative impact on the person who hears it and may cause the person who hears 

it to have a negative response. 

2.3 Emotional Conversation Generation 

2.3.1 Dialogue system 

In recent years, deep learning algorithms have provided strong support for the devel-

opment of dialogue systems. From the perspective of application scenarios, existing 

dialogue systems can be divided into task-oriented dialogue systems and non-task-ori-

ented dialogue systems. Figure 2.3 shows the framework of the types of dialogue sys-

tems. 

 

Figure 2.3 Dialogue system classification. 

The task-oriented dialogue system is designed to quickly identify the user's appeal 

and complete the corresponding task in a specific scenario, such as intelligent customer 

service. The non-task-oriented dialogue system is oriented to the open field, chatting 

freely with users under the premise of not limiting the subject, and ensuring the con-

sistency and richness of the dialogue content, achieving complete personification. The 

realization of complete anthropomorphism requires improved interaction with users. 
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Emotions play an important role in perception and social behavior. Emotional dialogue 

can empathize with the emotional state of the user, and resonate with the user at the 

psychological level, thereby enhancing interactivity. The task-oriented dialogue system 

pursues efficient solution of specific tasks to meet the needs of users. Although whether 

there is emotion in the dialogue has little influence on the task objectives, if the dialogue 

system can realize the user's feelings, the whole interaction process can proceed 

smoothly and happily, and put itself in the user's shoes. 

(1) Task-Oriented Dialogue System 

The pipeline is a process method, the typical structure of a pipeline-based task-ori-

ented dialogue system is demonstrated in Figure 2.4. It consists of four key components: 

Natural language understand (NLU), dialogue management (DM) and natural language 

generation (NLG). Dialogue management can be divided into dialogue state tracking 

(DST) and dialogue policy learning (DP). 

 

Figure 2.4 Diagram of pipeline method. 

Natural language understanding parses the user utterance into predefined semantic 

slots. It parses the user's intention during the dialogue and forms a state information to 

pass to the dialogue management. The dialogue management module controls the entire 

dialogue process, and the dialogue state tracking module uses historical information to 
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fill in the predefined dialogue detail frame. Dialogue state tracker manages the input of 

each turn along with the dialogue history and updates the current dialogue state. The 

dialogue strategy learning module determines the optimal strategy for the next action 

according to the current dialogue state information. Natural language generation maps 

the selected action to its surface and generates the response. It converts determined 

strategic behaviors into sentences with reasonable syntax and accurate semantics as 

output. 

Despite a lot of domain-specific handcrafting in traditional task-oriented dialogue 

systems, which are difficult to adapt to new domains further noted that, the conventional 

pipeline of task-oriented dialogue systems has two main limitations. One is that the 

pipeline method needs to perform processing such as feature information extraction in 

each step, and the information between the previous and subsequent steps is related, 

which makes the whole process complicated and cumbersome. The input of a compo-

nent is dependent on the output of another component. When adapting one component 

to new environment or retrained with new data, all the other components need to be 

adapted accordingly to ensure a global optimization. Slots and features might change 

accordingly. This process requires significant human efforts. In order to simplify the 

dialogue generation process, the above steps can be partially or completely replaced 

with an end-to-end method. 

With the advance of end-to-end neural generative models in recent years, many at-

tempts have been made to construct an end-to-end trainable framework for task-ori-

ented dialogue systems. Instead of the traditional pipeline, the end-to-end model uses a 

single module and interacts with structured external databases. The dialogue system is 

trained in a supervised manner. Not only does it require a large amount of training data, 

but due to the lack of exploration of dialogue control in the training data, it may not be 

able to find a good strategy robustly. 

Task-oriented dialogue systems usually need to query outside knowledge base. The 

system implements this method by issuing symbolic queries to the knowledge base to 
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retrieve entries based on their attributes. This approach has two drawbacks: (1) the re-

trieved results do not carry any information about uncertainty in semantic parsing, and 

(2) the retrieval operation is non-differentiable, and hence the parser and dialog policy 

are trained separately. This makes online end-to-end learning from user feedback diffi-

cult once the system is deployed. The deep learning method can get rid of this cumber-

some method. Eric et al. [32] enhances the existing recurrent network architecture and 

uses a differentiable attention-based key-value retrieval mechanism on the entries of 

the knowledge base. Combining the retrieval system with deep learning can greatly 

improve the efficiency and accuracy of retrieval. 

(2) Non-task-oriented dialogue systems 

Unlike task-oriented dialogue systems, which aim to complete specific tasks for users, 

non-task-oriented dialogue systems (also known as chatbots) focus on conversing with 

humans on open domains [33]. According to the different methods of generating dia-

logue responses, non-task-oriented dialogue systems can be divided into two types: re-

trieval-based methods and generation-based methods.  

Generation-based non-task-oriented dialogue systems aims to learn dialogue patterns 

from a large-scale corpus. The realization of the generated dialogue system is mainly 

based on the deep learning model, which is mainly divided into three categories: Se-

quence-to-sequence model (Seq2Seq), Variational auto-encoder (VAE), and Genera-

tive adversarial network (GAN). 

In general, chatbots are implemented either by generative methods or retrieval-based 

methods. Generative models are able to generate more proper responses that could have 

never appeared in the corpus, while retrieval-based models enjoy the advantage of in-

formative and fluent responses because they select a proper response for the current 

conversation from a repository with response selection algorithms. However, the use of 

generative models in non-task-oriented dialogue systems also has certain problems. The 

basic dialogue model is mainly oriented to the processing of semantic information, and 

further generates semantically correct and logically fluent responses by extracting the 
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semantic information in the input query. In the process of reply generation, neural net-

works tend to generate frequently used and strong security utterances, similar to "OK" 

or "I don't know." The content of these utterances is relatively simple, lacks subjectivity, 

has no emotional color, and cannot arouse users' interest in the next round of dialogue. 

The introduction of emotional variables in dialogue generation can enhance the richness 

and interactivity of content to a certain extent. 

Zhou et al. [1] integrated emotional information into the dialogue model based on 

the generation method and combined the characteristics of emotional decay into the 

generation process, so that the generated responses have human emotions. Since then, 

researchers had continued to try to incorporate human emotions into dialogue models. 

The emotional dialogue model is an extension of the basic dialogue model. The main-

stream method is to add an emotional information module to the basic dialogue model, 

which is mainly used to obtain emotional information under different conditions. In the 

current emotional dialogue system, there are two main methods for determining the 

response emotion category: one is to directly specify the response emotion category, 

and the other is to not specify the response emotion category. The method of specifying 

the response emotion category requires the emotion information module to convert the 

discrete or continuous emotion category into an emotion feature vector while consider-

ing the change of the emotional state. The method that does not specify the response 

emotion category thinks that the response emotion information is contained in the con-

text, and the emotion information module needs to effectively extract the emotion in-

formation from the context and chat topics. The dialogue system that incorporates emo-

tional information can more arouse the user's active interaction, and the ability of the 

dialogue system to have emotional cognition is more helpful to promote communication 

between humans and computers. 
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2.3.2 Emotional dialogue system 

The primary goal of building a dialogue system is to address users’ questions and 

concerns via emulating the way humans communicate with each other. As human lan-

guage is too complicated to be considered as a single target, dialogue systems have to 

model different aspects of human communication separately. Emotion plays an im-

portant part in the communication of human beings as it has the potential for enhancing 

their emotional bond. Integrating empathy into the design of dialogue systems is also 

crucial to improving the user experience in human-computer interaction. More im-

portantly, empathy is a necessary step for dialogue agents to be regarded as social roles 

by users. Building an empathetic dialogue system is then premised on the idea that it 

would result in improved user engagement and, consequently, more effective commu-

nication. Research on dialogue system has elaborated on the concept of dialogue system 

mainly from the perspective of features. 

 

 

Figure 2.5 Illustrates the relationship between the three tasks. 

Figure 2.5 intuitively shows emotional support conversations can include elements 

of emotional chatting and empathetic responding. Emotional support (ES) aims at re-

ducing individuals’ emotional distress and helping them understand and work through 
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the challenges that they face [34]. It is a key ability to embed emotions when the dia-

logue system interacts with users, particularly for settings that include social interac-

tions, mental health support, and customer service chats. In order to find out the cause 

of the suffering of the help-seekers, the supporters first explore the problem of the help-

seekers. Without exploration, supporters are unlikely to understand the experience and 

feelings of helpers, so if supporters give irrelevant advice, it may be offensive or even 

harmful. Supporters can express understanding and empathy when they understand the 

situation of the help-seeker and use various techniques to alleviate the frustration of the 

help-seeker. After understanding the help-seekers problem, the supporter may offer 

suggestions to help the help-seeker cope with the problem. If the supporter-only com-

forts the help-seeker without any inspiration for action to change, the supporter may not 

effectively help the help-seekers emotions improve. Although emotional support is very 

important and complicated, the research on data-driven emotional support dialogue sys-

tem is limited due to the lack of task design and related dialogue corpus. 

Although emotional support may include expressing emotions, such as happiness or 

sadness, it has a broader goal of reducing users’ emotional distress by using appropriate 

support skills, which is fundamentally different from emotional conversation. The emo-

tional conversation is only the basic quality of the dialogue system, while emotional 

support is the higher level and more complex ability that the dialogue system should 

possess. Compared with emotional support, empathy response aims to understand the 

user's feelings and then respond accordingly. Effective emotional support naturally re-

quires empathy based on the experience and feelings of the seeker, and empathy is only 

one of the necessary components of emotional support. In addition to empathetic re-

sponding, emotional support conversation also needs to explore users’ problems and 

help them cope with difficulties. 

In daily dialogue and communication, both parties in the conversation have rich emo-

tions. Therefore, in order to better communicate with users emotionally, a dialogue sys-

tem with emotional cognitive ability needs to first recognize and judge the user's emo-
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tions in the dialogue process, and then generate emotional responses. Therefore, ana-

lyzing and expressing emotions are the two major tasks of realizing an emotional dia-

logue system. The emotional dialogue system can be further divided into two categories, 

namely, dialogue emotional perception and emotional dialogue generation. The user’s 

emotional state is modeled based on historical dialogue information, and then the emo-

tional state is embedded in the dialogue generation model to improve the algorithm to 

generate a more natural response with emotion. 

Emotional dialogue generation is essentially a type of generative task that generates 

semantically relevant and emotional responses. Early sentimental responses used rule 

matching algorithms. The rules were formulated by humans, and the corresponding 

matching algorithms were used for matching to obtain the final response output. The 

existing research work on emotional dialogue generation is mostly driven by dialogue 

data, and the generation of dialogue is realized based on a generative dialogue model. 

(1) Rule-based Matching 

Early emotional response generation is often based on rule matching templates. Re-

searchers formulate different templates and rules according to different dialogue sce-

narios in advance, and then use these templates and rules to learn dialogue response 

strategies. 

Chatbot Eliza [35] came out in 1966. This is the world's first chatbot, used to deal 

with mental illness and other problems. Researchers at Stanford University invented 

the chat robot Parry [36], which can simulate human emotions and communicate with 

humans. The replies of these two chatbots rely on hand-made rule bases and do not 

really understand the semantic information in the dialogue. This makes the generated 

replies have many problems, and often the reply sentences have semantic discontinui-

ties and unreasonable problems. To solve this universal problem, Keshtkar et al. [37] 

generate sentences containing emotions according to the user's selection mode and sen-

tence planner. Skowron et al. [38] put forward the idea of emotional monitoring in the 

dialogue, responding from two levels of content and emotion. 
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(2) Response generation giving specific emotion 

The response generation that generates a specific emotion is to generate a corre-

sponding reply sentence according to the preset emotion category. Emotions are the 

external manifestations of emotions, so the emotions are first transformed into emo-

tional information, and then the emotions are quantified and then integrated into the 

model. Emotions can be further divided into discrete emotion models and dimensional 

emotion models. The discrete emotion model uses labels to represent emotion catego-

ries, and the dimensional emotion model maps emotions to a multi-dimensional space 

and uses continuous values to describe emotions. According to the different types of 

response emotions, the generation of designated response emotions can be further di-

vided into two categories. The emotional chatting machine (ECM) proposed by Zhou 

et al. [1] is the first attempt to incorporate discrete emotional information into the gen-

erative dialogue model. Discrete emotions are divided into six categories: like, happy, 

sad, depressed, angry, and others. They introduced three mechanisms on the basis of 

the Encoder-Decoder model structure: static emotional embedding, dynamic emotional 

memory and emotional external emotion memory. The model is data-driven, does not 

rely on any language tools and customized parameters, and can model a variety of emo-

tional interactions between the input post and response. Since then, many studies have 

made different improvements to the ECM model. For example, Shen et al. [39] believe 

that the model also needs to consider the issue of emotional consistency when generat-

ing responses, rather than just responding based on given emotions. Xie et al. [40] used 

linguistic inquiry and word count emotional dictionary to process discrete emotions, 

transformed them into high-dimensional continuous variables through spatial mapping, 

and then embedded them in the decoder. 

(3) Unspecified emotional response generation 

It is considered that in the above context, the emotional information required for the 

response is already contained in the generation of the unspecified reply to emotion, and 
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it is no longer necessary to manually specify the emotional category of the reply. The 

emotion contained in the sentences generated by this model is flexible and controllable.  

Nabiha et al. [41] proposed an emotional dialogue model for English dialogue. This 

model is different from the ECM model, which needs to specify the response emotional 

category. They believe that the contextual information contains emotional information 

and there is no need to specify the emotional category in advance. The model is based 

on the Seq2Seq model and combines three types of methods for adding emotional var-

iables: emotional word embedding representation, modified loss function, and emotion-

based directional search methods. Monomodal text information cannot well capture the 

user's emotional characteristics. Shi et al. [42] incorporated multi-modal information 

into Seq2Seq. The model regards the learning of dialogue strategies as a classification 

task and uses reinforcement learning methods to use user emotional information as real-

time rewards. Liang et al. [43] believe that historical emotion information, user facial 

expressions, speaker personality, etc. are all heterogeneous information nodes, which 

can be represented by heterogeneous graphs, and then the information is extracted 

through the heterogeneous graph neural network (HetGNN) and finally integrated into 

the generation stage. Different from embedding emotional information in the generation 

stage, Ghosh et al. [18] proposed an emotional language model based on LSTM. The 

model incorporates emotion labels and emotion strength in the word probability predic-

tion stage, thereby generating reply to sentences with emotion categories and emotion 

strength. 

2.4 Pre-trained Language Model 

Word embedding is a type of word representation, and words with similar meanings 

have similar representations. It is a general term for the method of mapping words to 

real number vectors. It refers to embedding a high-dimensional space whose dimension 

is the number of all words into a continuous vector space with a much lower dimension, 

and each word or phrase is mapped to a vector on the real number field. 
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With the development of deep learning, the number of model parameters has in-

creased rapidly. The much larger dataset is needed to fully train model parameters and 

prevent overfitting. However, building large-scale labeled datasets is a great challenge 

for most NLP tasks due to the extremely expensive annotation costs, especially for syn-

tax and semantically related tasks. In contrast, large-scale unlabeled corpora are rela-

tively easy to construct. To leverage the huge unlabeled text data, we can first learn a 

good representation from them and then use these representations for other tasks. 

One-hot Representation is the most intuitive method in natural language processing. 

It expresses each vocabulary as a vector whose dimension is the size of the vocabulary. 

The dimensional vector of the current word is 1 and the remaining positions are 0. One-

hot means that it is stored in a sparse manner, which is concise and intuitive, but it is 

easy to cause dimensional disasters, and any two words are isolated between them, 

which cannot express the relevance of the semantic level. 

Distributed representation describes the scattered embedding of text into another 

space, generally from high-dimensional space to low-dimensional space. Due to differ-

ent modeling, it can be divided into three categories: "representation based on matrix 

distribution", "representation based on clustering distribution" and "representation 

based on neural network distribution". Word embedding is a process of natural language 

processing. The by-product of the neural language probability model reflects the se-

mantic information between words by mapping specific words into digital vectors. 

Word embedding converts the vector component represented by the one-hot form from 

an integral type to a floating-point type and compresses the previously sparse huge di-

mension into a smaller dimensional space. Each vocabulary is a vector in the dimension 

space, and the semantic correlation between vocabularies is obtained by judging the 

Euclidean distance between the vectors. 

Representing words as dense vectors has a long history. word embedding is intro-

duced in pioneer work of neural network language model (NNLM) [44]. Collobert et 

al. [45] showed that the pre-trained word embedding on the unlabelled data could sig-

nificantly improve many NLP tasks. To address the computational complexity, they 
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learned word embeddings with pairwise ranking task instead of language modeling. 

Their work is the first attempt to obtain generic word embeddings useful for other tasks 

from unlabeled data. Mikolov et al. [46] showed that there is no need for deep neural 

networks to build good word embeddings. They propose two shallow architectures: 

Continuous Bag-of-Words (CBOW) and Skip-Gram (SG) models. Despite their sim-

plicity, they can still learn high-quality word embeddings to capture the latent syntactic 

and semantic similarities among words. Word2vec is one of the most popular imple-

mentations of these models and makes the pre-trained word embeddings accessible for 

different tasks in NLP. Besides, GloVe [47] is also a widely used model for obtaining 

pre-trained word embeddings, which are computed by global word-word cooccurrence 

statistics from a large corpus. Although pre-trained word embeddings have been shown 

effective in NLP tasks, they are context-independent and mostly trained by shallow 

models. When used on a downstream task, the rest of the whole model still needs to be 

learned from scratch. 

Recently, substantial work has shown that pre-trained models, on the large corpus 

can learn universal language representations, which are beneficial for downstream NLP 

tasks and can avoid training a new model from scratch. With the development of com-

putational power, the emergence of the deep models such as Transformer [48], and the 

constant enhancement of training skills, the architecture of pre-trained models has been 

advanced from shallow to deep. The first-generation pre-trained models aim to learn 

good word embeddings. Since these models themselves are no longer needed by down-

stream tasks, they are usually very shallow for computational efficiencies, such as Skip-

Gram [46] and GloVe. Although these pre-trained embeddings can capture semantic 

meanings of words, they are context-free and fail to capture higher-level concepts in 

context, such as polysemous disambiguation, syntactic structures, semantic roles, 

anaphora. The second-generation pre-trained models focus on learning contextual word 

embeddings, such as CoVe [49], ELMo [50], OpenAI GPT [51] and BERT [52]. These 

learned encoders are still needed to represent words in context by downstream tasks. 
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Besides, various pre-training tasks are also proposed to learn pre-trained models for 

different purposes. 

2.5 Knowledge Enhanced Language 

Sentiment analysis methods based on machine learning and deep learning often en-

counter insufficient labeled data and poor generalization ability in the actual application 

process. In order to make up for this shortcoming, researchers try to introduce external 

emotional knowledge to provide supervision signals for the model and improve the 

analysis performance of the model. Despite the great success of pre-trained models, 

existing pre-training tasks like the masked language model and next sentence prediction 

neglect to consider the linguistic knowledge. Such knowledge is important for some 

NLP tasks, particularly for sentiment analysis. Prior knowledge is usually incorporated 

into deep neural networks as auxiliary information for deeper language understanding, 

including emotional dictionary resources, commonsense Knowledge, language patterns, 

emotional semantic rules, and any other emotional-related knowledge. Combining prior 

knowledge helps to enhance emotional feature representation and achieve more accu-

rate emotion recognition.  

General text classification tasks only provide sentence or document-level sentiment 

labels. The introduction of sentiment dictionary and other prior sentiment knowledge 

can introduce more fine-grained supervision signals to sentiment text, so that the model 

can learn feature representations that are more suitable for sentiment analysis tasks. The 

underlying part of speech and syntax analysis tasks can provide reference information 

for downstream sentiment classification and extraction tasks. For example, evaluation 

expressions are usually adjectives or adjective phrases, and evaluation objects are usu-

ally nouns. Different sentiment analysis tasks themselves have mutual promotion ef-

fects. For example, the distance between the evaluation object and the evaluation word 

in the sentence is usually relatively close, and joint extraction can improve the perfor-

mance of both at the same time. Short text comments usually omit a large amount of 
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background knowledge, and it is usually difficult to infer the true sentimentality from 

the text itself. 

Researchers have paid more attention to enhancing natural language models with 

knowledge graphs these days, since knowledge graph has gained a lot of systematic 

knowledge. Liu et al. [53] combined the knowledge triple in the knowledge graph with 

the original text and then modeled it with BERT to get more hidden information. Lin et 

al. [54] proposed a knowledge-aware graph network model based on a graph convolu-

tion network, which has a path-based attention mechanism. Zhang et al. [55] combined 

entity information with BERT to enhance language representation, which can utilize 

vocabulary, syntax and knowledge information at the same time. More recently, 

Bosselut et al. [56] proposed COMmonsEnse Transformers (COMET), which learned 

to generate commonsense descriptions in natural language by fine-tuning the pre-

trained language model in ATOMIC knowledge base. Compared with the extraction 

method, the fine-tuned language model in the knowledge base has unique advantages 

of generating knowledge for invisible events, these advantages are very important for 

tasks that need to combine common knowledge in conversation. Ghosal et al. [31] pro-

posed COmmonSense knowledge for eMotion Identification in Conversations (COS-

MIC) model based on DialogueRNN structure, which uses external commonsense 

knowledge generated by COMET and obtains advanced results in ERC. Compared with 

the extraction method, the fine-tuned language model in the knowledge base has the 

unique advantage of generating knowledge for invisible events, which is very important 

for tasks that need to combine common knowledge such as emotion detection in con-

versation. 

2.6 Conversational Semantic Role Labeling 

Semantic role labeling (SRL) is one of techniques for shallow semantic parsing of 

natural language texts that produces predicate-argument structures of sentences. Predi-
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cates bear the central meaning of a situation expressed by a text. In most semantic the-

ories, predicates are verbs, verbal nouns, and some other verb forms. Arguments are 

phrases that fill meaning slots of a situation expressed by a predicate and define its 

essential details. Semantic role labeling systems aim to recover the predicate-argument 

structures of sentences – basically to determine “who did what to whom?”, “when?”, 

and “where?”, etc. It is said that arguments play semantic roles in a situation as roles 

define meanings of slots. Role meanings and sizes of role inventories vary in different 

semantic theories and annotated corpora. Converting a text into such shallow semantic 

structures helps to abstract from syntactic and morphological representations of sen-

tences and is considered to be an important technique for natural language understand-

ing [57]. 

The whole SRL process can be divided in four steps: predicate identification and 

identification of its frame (disambiguation), argument extraction (for each predicate), 

argument classification (or labeling of arguments with semantic roles), and global scor-

ing that deals with linguistic constrains. Predicate-argument structures in some nota-

tions can be represented as two-level trees, rooted in predicates, with single tokens 

(nouns, adjectives, pronouns, proper names) as leaves that denote arguments. We adopt 

this dependency-based notation and treat the problem of semantic role labeling as con-

structing such trees. 

Traditional SRL often failed analyze conversations since only single utterance can 

be analyzed by traditional SRL whereas ellipsis and anaphora occur in conversation as 

well. Conversation semantic role labeling (CSRL) [58] directly models the predicate-

argument structure of the whole conversation instead of a single utterance. Most of the 

discarded or referenced components in the latest conversation can actually be found in 

the conversation history. CSRL allows arguments to be in different utterances as the 

predicate, while SRL can only work on each single utterance. Compared with the stand-

ard SRL, which needs utterance rewriting or co-referential parsing as the preprocessing 

step of analyzing dialogues, CSRL can directly deal with conversation and avoid error 

propagation. 
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Chapter 3 

Utilizing External Knowledge to Enhance 

Semantics in ERC 

3.1 Introduction 

In recent years, due to the development of deep learning, enhanced learning, and the 

construction of a large dataset for dialogue, the research on emotion recognition in con-

versation (ERC) has received attention. ERC is emerging research, which aims to detect 

the emotion expressed in discourse in the dialogue between two or more interlocutors. 

The task is important to research in several areas, such as affective dialogue systems [2, 

3, 4], healthcare [5, 6] recommendation systems [7], and so on. 

Recent works on ERC use recurrent neural networks (RNNs) to model the utterance 

[13], [59], which relies on spreading context and order information to utterance. RNNs, 

such as long short-term memory (LSTM) [60] and gated recurrent unit (GRU) [61], are 

used to simulate the dependence between utterances, so as to perceive the context at 

speaker level or situation level. In theory, such a network should be able to transmit 

long-term contextual information, but in practice, it is not always the case. To mitigate 

this issue, graph-based methods are introduced [29], which consider distant utterances 

and sequence information by time coding utterances. However, graph-based methods 

tend to use information from recent utterances that are relatively limited to update the 

status of query utterances, which makes it difficult for them to obtain satisfactory per-

formance.  
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Although the method of the above genres has made well progress, we argue that cur-

rent techniques which only focus on context modeling at the present limit the ability of 

language representation. The main limitation of these methods is that they only consider 

simple contextual features as representation and training objectives, and seldom con-

sider well-defined contextual semantic clues. The common knowledge of conversation 

plays an indelible role in inferring the potential variables of a conversation. Even though 

a well-trained language model can express context semantics more or less implicitly, 

the introduction of a common sense-oriented framework can further enhance this point 

[31]. 

Most studies have found that deep learning Frameworks might not really understand 

the semantics of the natural language [62] and vulnerably suffer from adversarial at-

tacks [63]. Deep learning models often ignore important words and choose relatively 

safe and unimportant ones. Briefly, semantic role labeling (SRL) [64] aims to restore 

the predicate-argument structure of sentences, and fundamentally discover change from 

who did what to whom, when and why did what as the central meaning of sentences, 

which naturally matches the task goal target ERC. In the conversation task, the conver-

sation content of the participants usually involves various predicate-argument structures. 

A predicate is a statement or explanation of the subject, pointing out ‘‘what to do’’ or 

‘‘how to do,’’ which represents the core of an event, and the question formed with who, 

what, how, when, and why can be conveniently formalized into the predicate-argument 

relationship in terms of contextual semantics. Motivated by these, this chapter attempts 

to integrate extra SRL knowledge into the pre-trained model, and model the context and 

the emotional state of the participants to understand the conversation context. 

In this chapter, we propose a KES for emotion recognition in conversation. By intro-

ducing SRL information and clear context semantic clues into the pre-training language 

model, the algorithm enriches the sentence context semantics in multiple predicate-spe-

cific argument sequences. The proposed model incorporates the concept of external 

knowledge and SRL information, at the same time, it learns representation in a fine-

grained manner on plain context representation and explicit semantics in order to 
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achieve deeper meaning representation. Through an individual internal state encoder, 

our model tracks and predicts the speaker’s continuous emotional self-dependence. The 

information reflecting the contextual state of context and the speaker’s influence and 

dependence on others is encoded and processed by the global state, so that the proposed 

model can understand the contextual information and the emotional transfer among the 

participants in the conversation. We conduct extensive experiments on three different 

conversation corpus and comparisons with several baseline models. The results show 

that the proposed method achieves comparable performance with the state-of-the-art 

models. 

To sum up, the main contributions in this research are summarized as below: 

(1) We introduce SRL information to enrich the semantic structure in conversation, 

and obtain commonsense knowledge from external knowledge graph to promote 

emotion detection in conversation. 

(2) We design the attention mechanism to integrate external commonsense 

knowledge and conversation level SRL information, and utilize a transformer 

structure to replace the recurrent attention neural networks commonly used for 

emotion detection in conversation. 

(3) We conduct extensive experiments, which prove that SRL information and com-

monsense knowledge are beneficial to the performance of emotion detection. 

The proposed model KES is superior to the state-of-the-art models in most test 

datasets. 

The rest of the chapter is organized as follows: Section 3.2 defines the task objectives. 

Section 3.3 shows an overview of the proposed method. Section 3.4 introduces the rel-

evant situation of the experiment. Section 3.5 provides experimental results and analy-

sis of Section 3.4. Section 3.6 presents our conclusions and future work. 
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3.2 Task Definition 

ERC task aims to recognize the emotion of each utterance from several predefined 

emotions within/among the provided conversation records and participant information 

of each utterance in a conversation emotion recognition task. In a conversation between 

two people, each utterance is marked by latent emotion. Formally, let there be 𝑀 par-

ticipant/parties {𝑝1,  𝑝2, … ,  𝑝𝑀} in a conversation, which is defined as a sequence of 

utterances {𝑢𝑡 = 𝑢1,  𝑢2, … ,  𝑢𝑁}, where 𝑁 is the number of utterances. The task is to 

predict the emotion labels (happy, sad, frustrated, excited, angry, and neutral) of the 

constituent utterances 𝑢𝑡, where utterance 𝑢𝑡 is uttered by participant 𝑝𝑠(𝑢𝑡), where 

𝑠 representing the mapping between utterance and index of its corresponding partici-

pant. In related research, the traditional method is to first produce context-independent 

representations by pre-trained language model and then perform context modeling to 

classify each of the constituting utterances into its appropriate emotion category. 

3.3 Methodology 

This section describes in detail the overall methods of external knowledge acquisition 

and neural networks. Commonsense knowledge is extracted from the external 

knowledge graph, which contains the relationship between different entities. In order 

to better combine SRL and commonsense knowledge, a transformer-based neural net-

work is proposed to integrate deep features. 

3.3.1 Utterance Feature Extraction 

He et al. [64] presented a deep highway BiLSTM architecture with constrained de-

coding, which is simple and effective. In the practice of data preprocessing, each utter-

ance is annotated into several semantic sequences by the pre-trained semantic annotator. 
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The original utterance sequence and semantic role tag sequences are expressed as 

embedding vectors to feed a pre-trained BERT. The input utterance is a sequence of 

words of length n, which is first labeled as a word fragment. Then, the transformer 

captures the context information of each token through self-attention and generates a 

sequence of context embeddings. For 𝑚 SRL label sequences associated with each 

predicate, we have {𝑡1,  𝑡2, …  , 𝑡𝑚}  where 𝑡𝑖  contains 𝑛  labels denoted as 

{label
1
𝑖 ,  label2

𝑖 … , label𝑛
𝑖 }. We employ SemBert [65] to extract semantically enhanced 

language representation by SRL semantic sequences, and fine-tune SemBert large-scale 

emotional label prediction model from the transcript of the utterances. It can be trained 

jointly with KES, so its gradient would be updated in the whole building training pro-

cess. It can also be trained as an individual task of discourse classification with emo-

tional labels. However, related experiments show that although the traditional SRL sys-

tem (even with the help of common reference parsing or rewriting) does not perform 

well in analyzing conversation, modeling the conversation history and participants is of 

great help to the performance, which indicates that adapting SRL to conversations is 

very promising for general conversation understanding. Therefore, we introduce the 

concept of external knowledge to try to further extract the missing features in the con-

versation. 

3.3.2 Fusion of Semantic Role Labeling 

In SemBert, the words in the input sequence are passed to the semantic role labeling 

to obtain multiple predicate derivation structures of explicit semantics, and the corre-

sponding embeddings are aggregated after the linear layer to form the final semantic 

embedding. At the same time, the input sequence is segmented into sub-words by the 

BERT word segment tagger, and then the sub-word representation is converted back to 

the word level through the convolutional layer to obtain the contextual word represen-

tation. Finally, the word representation and semantic embedding are connected to form 

a joint representation of downstream tasks. 
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We mark the input sentence of length n as word fragments. Then, the transformer 

encoder captures the contextual information of each tag through self-attention, and gen-

erates a series of contextual embeddings. We regard the semantic signals as embeddings 

and use a lookup table to map these labels to vectors {𝑣1
𝑖 , 𝑣2

𝑖 , … , 𝑣𝑛
𝑖 } and feed a BiGRU 

layer to obtain the label representations for 𝑚 label sequences in latent space: 

 

ℎ(𝑡𝑖) = 𝐵𝑖𝐺𝑅𝑈(𝑣1
𝑖 , 𝑣2

𝑖 , … , 𝑣𝑛
𝑖 ) (3.1) 

 

where 0 < 𝑖 ≤ 𝑚. For 𝑚 label sequences, let 𝐿𝑖 denote the label sequences for to-

ken 𝑢𝑖, we have ℎ(𝐿𝑖) = {ℎ(𝑡1), ℎ(𝑡2),… , ℎ(𝑡𝑚)}. We concatenate the 𝑚 sequences 

of label representation and feed them to a fully connected layer to obtain the refined 

joint representa-tion ℎ𝑛: 

 

ℎ(𝐿𝑖) = 𝑾1[ℎ(𝑡1), ℎ(𝑡2),… , ℎ(𝑡𝑚)] + 𝒃1 (3.2) 

 

ℎ𝑛 = {ℎ(𝐿1), ℎ(𝐿2), … , ℎ(𝐿𝑛)} (3.3) 

 

where 𝑾1 and 𝒃1 are trainable parameters. 

This integrated module combines lexical text embedding and label representation. 

Since the original pre-training, Bert is based on a series of subwords, and the semantic 

role labeling we introduce is on words, we need to align these sequences of different 

sizes. Therefore, we group the sub-words of each word and use a convolutional neural 

network (CNN) with maximum pooling to obtain a word-level representation. CNN is 

faster than recurrent neural network (RNN), and CNN is more conducive to sub-word 

derivation modeling tasks in capturing local features. 
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3.3.3 Knowledge Feature Extraction 

In this work, we employ an external knowledge graph ATOMIC [66] to extract the 

knowledge sources. ATOMIC is a collection of if-then common knowledge that de-

scribes the daily reasoning of an organization through text. It is composed of nine dif-

ferent types of if-then relationships to distinguish between agents and themes, causes 

and effects, voluntary and non-voluntary events, and actions and mental states. Due to 

the expressiveness of events and the improved relationship type, ATOMIC is used in 

the If-Then reasoning task to achieve the result competing with human evaluation. 

Items with weights less than the threshold or containing words that are not in the se-

lected vocabulary would be removed from the knowledge graphs. Items are triples with 

the form {subject, relation, object}. Given an event in which the speaker participates, 

the 9 relation types are inferred as follows: intent of speaker, need of speaker, attribute 

of speaker, effect on speaker, wanted by speaker, reaction of speaker, effect on others, 

wanted by others and reaction of others. For example, given an event or topic phrase: 

‘‘PersonX puts PersonY in touch’’ from ATOMIC’s inference of relation phrases, Per-

sonX’s intention and reaction of others would be ‘‘PersonX want to keep the relation-

ship’’ and ‘‘others want to express gratitude’’ respectively. There are a total of 9 rela-

tion types, of which four are used: the intent of speaker (denoted as XI), effect on 

speaker (denoted as XE), the reaction of speaker (denoted as XR), and reaction of others 

(YR). 

Given an utterance 𝑢𝑡, we can compare it with each node in the knowledge graph 

and retrieve the most similar one. Each utterance 𝑢𝑡 is annotated with a part-of-speech 

(POS) tag by NLTK [67]. Usually, nouns, adjectives, and verbs with parts of speech 

contain more information than other tokens. Therefore, the items related to them are 

searched preferentially in the knowledge map. In all the chosen items, we extract the 

top 𝐾 events, and obtain their intentions and reactions. We employ BERT [52] calcu-

lation to capture the causes between two sequences, and the last hidden state is taken as 

the output, which is denoted as 𝑐𝑡 = {𝑐𝑛𝑘
𝑋𝐼 ,  𝑐𝑛𝑘

𝑋𝐸 ,  𝑐𝑛𝑘
𝑋𝑅,  𝑐𝑛𝑘

𝑌𝑅}, 𝑘 = 1,  2  … ,  𝐾. 
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3.3.4 Model 

It is crucial to consider contextual information when classifying discourse in a se-

quence, since other discourses in the sequence have a great influence on the emotion of 

the current discourse. In other words, the dependence between speakers is important for 

the emotional dynamics in a conversation. For example, the current speaker’s emotions 

can be changed by the other’s words, and it is crucial to consider context information 

for simulating the emotional dynamics in a conversation. 

The conversation is a sequence of coherent and orderly discourses. For neural net-

works, the capture of long-range context information is a weakness. We adopt Trans-

former [48] a structure composed of self-attention and feed forward neural network, 

instead of the traditional RNN model, aiming at capturing remote context information. 

 

 

Figure 3.1 Overview of KES. 

Enhanced Language Representation Layer takes the textual feature 𝑢𝑡 of the 𝑡th ut-

terance and its SRL labels in conversation as input and generates code the enhanced 
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semantic feature ℎ𝑡, which is input to the transformer structure network. We design the 

first layer self-attention mechanism of the transformer structure to integrate the candi-

date knowledge, ℎ𝑡 and external commonsense knowledge 𝑐𝑡 as the input of this at-

tention mechanism to generate 𝑟𝑡. The transformer structure network generates encod-

ing 𝑠𝑡 and inputs it into the individual internal encoder LSTM to generate 𝑒𝑡. Also, rt 

is fed into the individual context encoder BiLSTM to outputs another encoding 𝑔𝑡. 

Each 𝑒𝑡 and 𝑔𝑡 to obtain the final prediction for each utterance in the conversation. 

3.3.4.1 Knowledge Enhanced Language Representation Layer 

With the knowledge source extracted, the commonsense features from the knowledge 

graph are obtained. We design an attention mechanism to integrate the candidate 

knowledge in Transformer. We modified the structure of the transformer so that it sep-

arately encodes the internal state information of the individual in the conversation and 

the contextual global state information. The Attention mechanism in the encoder is used 

to fuse different common sense and knowledge information, and integrate and filter 

effective information into the connected layer. A conversation consists of 𝑁 utterances 

{𝑢1,  𝑢2, … ,  𝑢𝑛} , in which 𝑀  distinct participants {𝑝1,  𝑝2, … ,  𝑝𝑚}  take part. For 

every 𝑡 ∈ {1,2… , 𝑁}, we apply the enhanced semantic features ht obtained by fusing 

Bert feature vector and SRL information to generate new knowledge representation. 

The attention mechanism is used to refine the result of each knowledge source and ag-

gregate the representation of each feature as follows: 

 

𝑣𝑡 = tanh([𝑐𝑡, ℎ𝑡]𝐖α) (3.4) 

 

α𝑡 =
exp⁡(𝑣𝑡𝑣𝑡

𝑇)

∑ exp⁡(𝑣𝑡𝑣𝑡
𝑇)𝐾

𝑘=1

 (3.5) 

 

𝑟𝑡 = ∑ α𝑡𝑐𝑡

𝐾

𝑘=1

 (3.6) 
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in which 𝐖α, indicate the model parameters. 

We further integrate the knowledge feature through the self-attention mechanism and 

the final event representation is denoted 𝑟𝑡. 

The context encoder takes enhanced textual features and knowledge features of utter-

ances as input and applies multi-head self-attention attention operation to it by a feed-

forward layer which is completely concatenated point by point, so as to generate the 

contextualized cultural vectors of utterances: 

 

𝑠𝑡 = 𝐹𝐹𝑁(𝑟𝑡) (3.7) 

 

3.3.4.2 Context State 

It is essential to consider the contextual information when classifying the emotions of 

a conversation discourse in a sequence since other discourse information in the se-

quence has a great influence on the emotions of the current discourse, and the contextual 

state stores and transmits the information of the whole utterance-level along the se-

quence of the conversation flow. In other words, the current speaker’s mood would be 

forced to change by the other’s words. This fact reflects the dependence between speak-

ers, which is closely related to the tendency of speakers to imitate each other in conver-

sation [54] and is important for simulating the emotional dynamics in a conversation. 

Our work is not only to extract the emotional influence information between speakers 

from the knowledge graph but also to encode the context state of the current discourse 

to obtain the dynamic emotional changes [68]. In view of the sequence of conversation, 

we use BiLSTM to capture the contextualized cultural vectors. The upper and lower 

cultural vectors generated by the Transformer structure are fed to the BiLSTM layer, 

and the BiLSTM layer fuses remote sequential contextual information to generate con-

text coding. 

Finally, the contextualized feature representation is input into BiLSTM, and context 

feature is obtained: 
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𝑔𝑡 = BiLSTM𝑡(𝑟𝑡) (3.8) 

 

3.3.4.3 Individual Internal State 

The individual internal state tracks each utterance in the conversation, which reflects 

the speaker’s emotional influence on himself in the conversation. The individual inter-

nal state of participants depends on their feelings and the effects they feel from other 

participants. Participants may not always express their feelings or opinions clearly 

through external positions or reactions. This state can also be considered to include 

aspects that participants actively try not to express or features that are considered com-

mon sense and do not need explicit communication. Under the influence of emotional 

inertia, every speaker in the conversation tends to keep a stable emotional state until the 

other person causes changes. 

We model the individual internal state of the participants using LSTM, which is the 

internal encoder to output all speaker states for timestep 𝑡. It exploits the currently 

integrated knowledge discourse representation to update the state of the corresponding 

speaker: 

 

𝑒𝑡 = LSTM𝑡(𝑠𝑡) (3.9) 

 

In time-step 𝑡, the output of each LSTM corresponds to the speaker and is updated by 

the knowledge discourse representation 𝑟𝑡 of the current utterance 𝑢𝑡. 

3.3.4.3 Emotion Classification 

Finally, we connect the global feature vectors generated by the context state and the 

internal feature vectors generated by the individual internal state, calculate the proba-

bilities of six emotion-class and select the most possible emotion class. 
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𝑃𝑡 = softmax(𝑊𝑠𝑚𝑎𝑥(𝑔𝑡 ⊕ 𝑒𝑡) + 𝑏𝑠𝑚𝑎𝑥) (3.10) 

 

𝑦̂𝑡 = argmax
𝑖

𝑃𝑡 [𝑖] (3.11) 

 

3.4 Experiments Setup 

For ease of comparison with state-of-the-art methods, we evaluate our model on three 

benchmark datasets: IEMOCAP [69], DailyDialogue [70], and MELD [71], and men-

tion their properties. Further, our report summarizes the experimental results of conver-

sational emotion recognition from the text information of all three benchmark data sets. 

3.4.1 Datasets 

Information about the datasets is shown in Table 3.1. 

Table 3.1 The Statistics of Three Datasets. 

Dataset 
# Conversations # Utterances 

Train Val Test Train Val Test 

IEMOCAP 120 31 5810 1623 

DailyDialogue 11118 1000 1000 87170 8069 7740 

MELD 1038 114 280 9989 1109 2610 

 

IEMOCAP is a multimodal ERC dataset, which contains videos of two-way conver-

sations of ten unique speakers. The trainset conversations come from the first eight 

speakers, whereas the testset conversations are from the last two. Each video in IE-

MOCAP contains a single dyadic conversation from the performance based on a script 

by two actors. Each discourse has 2476 annotations, with one of the following six emo-

tions: happiness, sadness, neutrality, anger, excitement and depression. 
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DailyDialogue is a human-written dyadic conversation dataset from daily commu-

nications. DailyDialogue takes the Ekman’s six emotion types [22] as the annotation 

protocol and reflects daily communication way and covers various topics about human 

daily life. The emotion can belong to one of the following seven labels: anger, disgust, 

fear, joy, neutral, sadness, and surprise. The dataset contains more than 83% neutral 

emotion labels, which were excluded during the evaluation of Micro F1. 

MELD is a multi-modal ERC dataset extended from Emotionlines dataset [12]. 

MELD is constructed from the script of the urban life TV series Friends, which contains 

more than 1400 dialogues and 13000 words of contains textual, acoustic, and visual 

information. Each utterance has seven emotional labels, including neutrality, happiness, 

surprise, sadness, anger, disgust and fear 

3.4.2 Baselines 

To comprehensively evaluate the proposed model KES, we compare our model with 

the following baselines: 

(1) CNN [72] 

CNN is a convolutional neural network model, which is trained on the basis of pre-

trained GloVe [47]. It is the only baseline model without modeling contextual infor-

mation. 

(2) CNN + cLSTM [59] 

CNN is used to extract Textual features, and LSTM is used to model context infor-

mation based on CNN. 

(3) DialogueRNN [13] 

An RNN-based method uses the speaker, context, and emotion information from ad-

jacent utterances to model the emotion of utterance in conversation. 

In this model, CNN is used to extract text features, and independent GRU networks 

are used to model speaker state and contextual information respectively. 
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(4) DialogueGCN [29] 

DialogueGCN creates a graph based on the interaction to take into account the con-

versation structure between the participants of speakers. A Graph Convolutional Net-

work (GCN) is employed to encode the speakers. Contextual features and speaker-level 

features are connected, and attention mechanism based on similarity is used to obtain 

the final classified discourse representation. 

(5) KET [30] 

KET is the first model which integrates the external commonsense knowledge and 

emotion information in emotion lexicon into conversation text feature. The model uses 

the Transformer decoder to predict the emotional label of the target utterance. 

(6) COSMIC [31] 

In this model, COMET [53] is used to retrieve commonsense knowledge of event 

eccentricity from ATOMIC [66]. Based on DialogueRNN structure, this model is ap-

plied to ERC tasks with common sense knowledge and has achieved advanced results. 

3.5 Results and Analysis 

3.5.1 Comparison with Baselines 

We compare the performance of the proposed model KES with the baseline method, 

and the experimental results are shown in Table 3.2 and Table 3.3. The overall results 

of all the compared methods on the three datasets are reported. We can note from the 

results that the proposed KES model competitive performances across the three datasets 

and reaches a new stateof-the-art on the IEMOCAP, DailyDialogue, and MELD da-

tasets. 
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Table 3.2 Coverall performance on IEMOCAP. Best performances are highlighted 

in bold. 

Model 
IEMOCAP 

Happy Sad Neutral Angry Excited Frustrated W-Avg F1 

CNN 35.34 53.66 51.61 62.17 50.66 55.56 51.28 

CNN+cLSTM 33.90 69.76 48.40 57.55 62.37 57.64 56.04 

DialogueRNN 37.94 78.08 58.95 64.86 68.11 58.85 62.26 

DialogueGCN 42.75 84.54 63.54 64.19 63.08 66.99 64.18 

KET - - - - - - 59.56 

COSMIC - - - - - - 65.28 

KES 47.74 84.63 64.25 62.48 73.26 63.48 66.32 

 

(1) IEMOCAP 

IEMOCAP datasets contain binary conversations with natural and coherent dis-

courses. Since the six emotional tags in IEMOCAP are unbalanced, the F1 score of a 

single label is also reported. The new and most advanced F1 score of KES model is 

IEMOCAP with 66.32. We observe that the proposed model is around 4% better than 

DialogueRNN, 2% better than DialogueGCN. As for the models which also adopt the 

method of quoting the concept of external commonsense knowledge, the proposed 

model is around 7% better than KET, 1% better than COSMIC. For the model based on 

CNN and LSTM, there is a performance gap of more than 10%. One of the main reasons 

of this large performance gap is that some models, such as CNN, CNN + cLSTM and 

KET, ignore the speaker-level information modeling, which makes the models treat 

different speakers equally, resulting in a certain loss of performance. 

Considering that the average utterance length in IEMOCAP is more than 50, and 

even the maximum session length is more than 100, the Transformer can capture remote 

dependencies better than RNNs-based context encoders. Moreover, the conversational 

semantic role labeling information clarifies the utterance structure and concentrates the 
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conversation information. Besides, External knowledge also enriches semantic infor-

mation, makes the conversation context more closely related, and expresses the emo-

tional influence of the speaker on himself and other conversation participants. 

Table 3.3 Coverall performance on DailyDialogue and MELD. Best performances 

are highlighted in bold. 

Model 
DailyDialogue MELD 

Macro F1 W-Avg F1 

CNN 36.87 55.02 

CNN+cLSTM 51.84 56.87 

DialogueRNN 41.80 57.03 

DialogueGCN 49.95 58.10 

KET - 58.18 

COSMIC 51.05 65.21 

KES 52.28 66.46 

 

(2) DailyDialogue 

In the DailyDialogue dataset, neutral emotion accounts for more than 80% of the test 

dataset. Because of the unbalanced data distribution, we use the macro F1 score exclud-

ing the neutral class as the evaluation index. DailyDialogue dataset contains many short 

utterances with an average length of 8. In this case, using a speaker encoder to model 

speaker-level information can release more capabilities to improve performance. Ac-

cording to Xu et al. [30], conversational semantic role labeling information is more 

sensitive to the information of single sentence dialogue, and it is easier to find the cen-

tral semantic information fundamentally. 

(3) MELD 

MELD dataset consists of multiparty conversations, and We follow the same metrics 

used on the IEMOCAP dataset. Utterances in MELD are much shorter compares to 
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other datasets, and rarely contain emotion-specific expressions, which means that emo-

tion modeling is highly dependent on context. Many dialog scenes contain conversa-

tions of more than five speakers, but the average conversation length is only 10 and the 

minimum length is only 1, which means that emotion modeling is highly dependent on 

context. Most participants in MELD conversation have only a few words. It is difficult 

to build a self-reliance model for short conversations. The advantages of transformer 

over RNNs in capturing the dependence between long-distance speakers are not obvi-

ous. Additionally, the discourse in MELD lacks specific emotional expression, which 

further increases the difficulty of emotional modeling. Nevertheless, the proposed 

model achieves better results than other baselines, because of the screening and fusion 

of commonsense knowledge, the utterances in the conversation show more emotional 

connection in the dialogue context. 

3.5.2 The Role of External Knowledge 

In Table 3.4, we also report the results of ablation studies by removal of various 

components from the proposed model KES. 

Table 3.4 Ablation Results on Three Datasets. 

Method IEMOCAP DailyDialogue MELD 

KES 66.32 52.28 66.46 

w/o SRL 64.86 51.03 65.78 

w/o KG 61.54 50.24 63.96 

 

It can be observed that the performance of KES continues to decline in all datasets. 

In IEMOCAP dataset, compared with all other datasets, we observed a more severe 

performance decline without using an external knowledge graph (KG), and the 

weighted macro F1 dropped by nearly 5%. This might be attributed to considering that 

the average conversation length in IEMOCAP is at least 50, it is difficult to grasp the 

core meaning that affects emotion in the absence of commonsense knowledge. It con-
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firms the importance of using commonsense knowledge to identify conversation emo-

tions. Comparing two different knowledge features extracted based on BERT, using 

ATOMIC knowledge graph or using conversational semantic role labeling, we observe 

mixed results and can prove the effectiveness of the self-attention-based fusion method. 

3.5.3 Case Study 

We illustrate a case study on a conversation instance from the IEMOCAP dataset in 

Table 3.5. 

We introduce four key commonsense knowledge relations: intent of speaker (denoted 

as XI), effect on speaker (denoted as XE), reaction of speaker (denoted as XR), and 

reaction of others (denoted as YR). The whole conversation transited from negative 

emotion to neutral utterance, but then the situation quickly turned to negative emotion 

and ended with neutral utterance. When there is a sudden mood change, it is difficult to 

find this scene by traditional methods. These models can cause confusion when analyz-

ing similar emotions, such as Frustrated and sad. As can be seen from Table 3.5, due to 

the intervention of common knowledge, the model is easier to deal with sudden emo-

tional transition and has better sensitivity to similar emotions. The commonsense 

knowledge model not only predicts the emotional type of the next utterance from the 

current emotional state of itself, but also predicts the emotional state of the listener. 

When the conversational utterance is neutral, the commonsense knowledge model pre-

dicts that the reaction of others is a negative emotion, which plays a huge role in deter-

mining the contextual emotional state of the conversation. 
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Table 3.5 Case study from the IEMOCAP dataset. 

Utterances Commonsense knowledge Emotion 

A: I’m just so tired all the time. 

XI: rest 

Sad 
XE: gets hurt 

XR: exhausted 

YR: - 

B: Have you been trying to get a 

job? 

XI: to be supportive 

Neutral 
XE: gets yelled at 

XR: proud 

YR: becomes annoyed with B 

A: I’ve been looking for like eight 

months. 

XI: - 

Frustrated 
XE: gives up 

XR: worried 

YR: regret 

B: It’s really hard to find a job. 

XI: to be better 

Frustrated 
XE: accomplish 

XR: worried 

YR: regret 

A: I’m tired of the same excuses. 

XI: to escape from responsibility 

Frustrated 
XE: lies 

XR: stupid 

YR: disappointed 

B: Well, okay. 

XI: - 

Neutral 
XE: okay 

XR: relieved 

YR: - 
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3.5.4 Impact of Commonsense Relation Type 

We investigate the impact of commonsense relation types on the performance of our 

proposed model KES. Considering that five of the nine relation types of ATOMIC are 

used in the COSMIC model, that is, the intent of speaker, effect on speaker, reaction of 

speaker, Effect of others and reaction of others. Intentions and effects on the speaker 

and others can be divided into psychological states, and their reactions are events. In-

tention is also a causal variable, and the rest is effect. There are other relation types, 

which determine the preconditions and post-conditions of a given event and describe 

how the subject is perceived by others. We expand the relation set to five relation types 

and all nine relation types, respectively. We calculate the F1 scores of KES with these 

two categories of relation types added step by step. 

From Table 3.6 we can conclude that the inclusion of two extra relation types or all 

relation types degrades the F1 scores on almost all datasets. We find that too many types 

of If-Then commonsense relationships would not bring any benefits to the enhancement 

of knowledge. Although the extra event description enriches the commonsense infor-

mation in a certain sense, for our model, in the integration and screening of knowledge, 

the model would miss some important information and focus on the commonsense in-

formation that is not critical to the emotional relation. 

Table 3.6 Impact of Relation Types on KES. 

Dataset 
Relation Type 

4 Relation Types 5 Relation Types All 

IEMOCAP 66.32 66.23 65.68 

DailyDialogue 52.28 51.47 50.96 

MELD 66.46 65.92 65.14 

3.5.5 Analysis of Context Length 

The context encoder of KES model is used to process the context of the conversation. 

Conversation length would seriously affect the performance of the model. In order to 
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compare and verify the performance of our model, we evaluated the influence of KES 

on conversations with different lengths. On the IEMOCAP dataset, conversations are 

grouped by length and fed into two models: our semantic enhanced global context en-

coder and the contrast model using only LSTM global context encoder. 

 

 

Figure 3.2 Performance of two models in different context lengths. 

The F1 scores of different lengths in the two models are shown in Figure 3.2. It is 

clear that incorporating context into KES improves performance on all datasets. The 

two context encoders have similar effects on relatively short conversations. However, 

as the conversation length exceeds 36, KES has more obvious advantages, which proves 

the contribution of the enhanced semantic encoder based on Transformer to remote 

context information modeling. 
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3.6 Summary 

This chapter proposes utilizing external knowledge to enhance semantics network 

architecture that incorporates conversational semantic role labeling Information and the 

commonsense knowledge feature from ATOMIC for emotion recognition in conversa-

tion. A knowledge enhanced language representation layer based on self-attention has 

been developed for fusion extraction. Based on the utterance representations rich in 

external knowledge, the contextual external state, and individual internal state are mod-

eled to predict the emotional label of conversation. We have done a lot of experiments 

on three benchmark data sets. KES has made new state-of-the-art advanced achieve-

ments, which proves the effectiveness of the proposed model in external knowledge 

integration. 

Future work will focus on integrating more diversified external knowledge. We also 

plan to incorporate multimodal information into KES and evaluate it on more natural 

conversation datasets.
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Chapter 4 

Conversation Generation with Expressed 

Emotions 

4.1 Introduction 

The human-machine dialogue system is an important and challenging task in the field 

of artificial intelligence, enabling computers to interact with humans through human 

languages. In recent years, with the rapid growth of social data on the Internet, data-

driven open-domain dialogue systems have gradually become the focus of attention in 

the academic community, and the human-machine dialogue has gradually changed from 

the role of service to the role of emotional partner [73]. Thanks to the rapid advance of 

deep learning, neural networks make breakthroughs in speech recognition and machine 

translation, and expand to the breakthroughs in conversation generation. The emotional 

intelligence of conversation generation significantly defines the ability to perceive, un-

derstand, express and control emotions [74], developing the methods for conversation 

generation problems such as semantics, grammar, smoothness, etc. 

Conversational modeling is an important task in natural language understanding and 

machine intelligence. Advances in end-to-end training of neural networks have led to 

remarkable progress in many domains such as speech recognition, computer vision, and 

language processing. In the expression of the conversation system, talking with users is 

primarily conducted through language information, but non-language information, such 

as facial expressions and gestures, is also very important. 
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Many pieces of research have focused on adding emotional characteristics to conver-

sation generation. For instance, Ghosh et al. [75] proposed a language model called 

Affect-LM, the Long Short-Term Memory (LSTM) that was used to extend the lan-

guage model to generate natural emotional expressions. Inspired by Affect-LM, Zhou 

et al. [1] developed a model called an emotional chatting machine (ECM) that was 

equipped with new mechanisms for emotional conversation generation. The model has 

an internal emotion state for balancing grammatical and emotional dynamically, and an 

external emotion memory to help generate more explicit and unambiguous emotional 

expressions. Nabiha et al. [41] elaborated a new method that combined the advantages 

of Affect-LM and ECM. They introduced an effective dictionary for emotional vector 

embedding, and improved the model on the basis of Seq2Seq in terms of word vector, 

objective function and decoding, respectively. To cope with the problem in the low 

quality of response, Peng et al. [77] have grown an interest in combining topic and 

emotion for response generation, they proposed a topic-enhanced emotional conversa-

tion generation model that incorporated emotional factors and topic information. Based 

on the structure of the Seq2Seq model, Asghar et al. [41] proposed a combination of 

emotional word embedding representation, modified loss function, and sentiment-based 

directional search methods to generate dialogue. Shi et al. [42] extracted emotional in-

formation from multi-modal dialogue datasets, and used the reinforcement learning 

method to directly use the user's emotional information as real-time rewards in the re-

inforcement learning algorithm. Shantala et al. [78] also used Seq2Seq as the basic 

model and added the trained emotion vector in the decoding stage to generate the reply 

sentence. Based on multimodal dialogue data, Liang et al. [43] proposed to treat histor-

ical emotion information, user facial expressions, and speaker personality as node in-

formation in heterogeneous graphs, and use heterogeneous graph neural networks to 

extract the information. 

In this chapter, we propose a dynamic emotional session generation model based on 

Seq2Seq and attention mechanism in response to the problem of emotional response in 

open-domain dialogue systems. 
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The rest of the chapter is organized as follows: Section 4.2 defines the task objectives. 

Section 4.3 introduces the basic model Seq2Seq and the attention mechanism in detail. 

Section 4.4 shows an overview of the proposed method. Section 4.5 introduces the rel-

evant situation of the experiment. Section 4.6 provides experimental results and analy-

sis of Section 4.5. Section 4.7 presents our conclusions and future work. 

4.2 Task Definition 

Open-domain dialogue generation is an essential task in Natural Language Under-

standing (NLG). With the recent development in Deep Learning, neural conversational 

models have attracd increasing attention in the past years [81, 82, 83]. 

Besides evaluating the probability of a sentence, a Language Model can also estimate 

the probability of the next word given a sequence of words. Formally, let {𝜔 =

𝜔1, 𝜔2, … ,𝜔𝑛} be a sentence of length 𝑛. In the case of prediction the word 𝜔𝑡 given 

{𝜔1, 𝜔2, … , 𝜔𝑡−1}, a language model that yields the following joint probability gives 

the following: 

 

𝒫(𝜔 = 𝜔1, 𝜔2, … ,𝜔𝑛) = 𝒫(𝜔𝑡|𝜔1, 𝜔2, … , 𝜔𝑡−1)𝒫(𝜔1, 𝜔2, … , 𝜔𝑡−1) (4.1) 

   

After applying the chain rule of probability, it gives the following: 

 

𝒫(𝜔) = ∏𝒫(𝜔𝑡|𝜔1, 𝜔2, … ,𝜔𝑡−1)

𝑛

𝑡=1

 (4.2) 

   

where 𝒫(𝜔1|𝜔0) = 𝒫(𝜔1), since we can regard w0 as a constant value that indicates 

the signal of starting. 

Compared to the standard language model, a conditional language model assigns 

probabilities to a sequence of words 𝜔, given some conditioning context 𝑥, the condi-

tional probability as follows: 
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𝒫(𝜔|𝑥) = ∏𝒫(𝜔𝑡|𝑥, [𝜔1, 𝜔2, … , 𝜔𝑡−1])

𝑛

𝑡=1

 (4.3) 

 

where 𝒫(𝜔1|𝜔0) = 𝒫(𝜔1). Conditional language models have many real-word appli-

cations such as machine translation [84, 85, 86, 94, 95], question answering [87, 88], 

dialogue generation [83, 89], etc. 

Open-domain dialogue generation tasks itself can be regarded as a problem of con-

ditional language modeling, the context 𝑥 is the history of the whole conversation ses-

sion or just a single input from the user and the generated sequence 𝜔 is the response 

by the dialogue generation model given the context 𝑥. 

There have been several types of unique deep learning network frameworks that are 

able to handle the task of conditional language modeling, for example, Sequence-to-

sequence (Seq2Seq) [86, 83, 94, 95], Conditional Variational Autoencoders (CVAE) 

[90, 91], Sequence Generative Adversarial Nets (SeqGAN) [92, 93], etc. In theory, any 

conditional language model can be used for the task of open-domain dialogue genera-

tion. The model generates sequence 𝑌 when the user gives input 𝑋. Therefore, in this 

study we chose Seq2Seq as the backbone of the dialogue generation model. 

After determining the basic conditional language model, we need to make it generate 

more emotional responses. Let 𝑒 be the emotion we want to express, following the 

above annotation, we need to train a conditional language model that uses both the 

context 𝑋 and emotion e as conditions, the conditional probability distribution be-

comes 𝒫(𝑌|𝑋, 𝑒), where context 𝑋, depending on the task, maybe the entire conver-

sation context, or just a single query. 

4.3 Seq2Seq with Attention 

Our approach was based on recent work which proposed the use of neural networks 

to map Sequences-to-sequences. This framework has been applied to neural machine 
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translation and has been improved in English–French and English–German translation 

tasks in the WMT14 data set [96,97]. It has also been used for other tasks such as pars-

ing [98] and image subtitles [99]. The sequences-to-sequences model is a deep learning 

method based on a recurrent neural network (RNN). In general, feedforward neural 

networks are unidirectional network structures formed from the input layer to the output 

layer, while RNNs are closed networks with its own output as its own input is formed. 

The canonical sequence-to-sequence model is an encoder–decoder structure. The en-

coder and decoder have the same architecture; the encoder takes the input sequence and 

maps it on to an encoded representation of the sequence. The RNN of the encoder com-

presses the input sequence into a vector and then transmits the vector to the decoder to 

generate an output sequence. If the data are text based, a network containing the previ-

ous words are created by inputting the words into the article one by one. 

 

 

Figure 4.1 Structure of Sequence-to-sequence model. 

It is well known that vanilla RNNs suffer from vanishing gradients, and most re-

searchers use variants of long short-term memory (LSTM) recurrent neural networks 

[100] and the gated recurrent unit (GRU) [101]. Usually, we used embedding before we 

entered data into the model. The embedding layer is a type of word embedding that is 

learned jointly with the neural network model in specific natural language processing 

tasks. We must first compile a “vocabulary” list containing all the words that our model 
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should be able to use or read. The model’s input must be a tensor containing the iden-

tification of words in the sequence. 

On the whole, the sequences-to-sequences model has a very wide range of applica-

tion scenarios, and the effect is very strong. Because the sequences-to-sequences model 

is an end-to-end model, it reduces many manual processing and rule-making steps. Alt-

hough the Encoder-Decoder framework is very classic, it is also very limited. The only 

connection between the encoder and the decoder is a fixed-length semantic vector, and 

the encoder needs to compress the entire sequence of information into a fixed-length 

vector. The semantic vector may not completely represent the information of the entire 

sequence, and the information contained in the content input to the network first would 

be overwritten by the information input later. This phenomenon becomes more serious 

when the input sequence is longer. This situation makes the decoder not obtain enough 

information of the input sequence at the beginning when decoding. Bahdanau et al. [95] 

introduced an attention mechanism based on the Encoder-Decoder structure, which 

made the depth of the methods more prominent in every task. 

 

 

Figure 4.2 Structure of Attention mechanism [95]. 
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In the decoding process, the correlation degree between the hidden state 

{ℎ1, ℎ2, . . , ℎ𝑇} of each encoder and the hidden state 𝑠𝑡−1 of the decoder is calculated 

and the softmax normalization operation is performed to obtain the weight 𝑎𝑖𝑗 of each 

hidden layer vector. The calculation process as follows: 

 

𝑒𝑖𝑗 = 𝑣𝑎
𝑇 tan ℎ (𝑊𝑎𝑠𝑖−1 + 𝑈𝑎ℎ𝑗) (4.4) 

 

𝑎𝑖𝑗 =
exp⁡(𝑒𝑖𝑗)

∑ exp⁡(𝑒𝑖𝑘)
𝑇
𝑘=1

 (4.5) 

 

where 𝑒𝑖𝑗 represents the correlation between the previous hidden layer state 𝑠𝑖−1 of 

the 𝑖th output and the 𝑗th input hidden layer vector ℎ𝑗, 𝑎𝑖𝑗 represents the normalized 

weight value of 𝑒𝑖𝑗 after softmax operation. 

The decoder performs a weighted summation on {ℎ1, ℎ2, . . , ℎ𝑇} to obtain the encod-

ing vector 𝑐𝑖  of the input sequence {𝑥1, 𝑥2, . . , 𝑥𝑇} corresponding to this decoding. 

The calculation formula is as follows: 

 

𝑐𝑖 = ∑𝑎𝑖𝑗ℎ𝑗

𝑇

𝑗=1

 (4.6) 

 

Then calculate the hidden state 𝑠𝑖  of the decoder at time 𝑖 according to the code vec-

tor 𝑐𝑖, and finally get the output 𝑦𝑖 of the decoder. 

The most important step of the Attention mechanism is how to generate a different 

language encoding vector ci at each moment, which indicates which parts of the input 

sequence should be focused on when outputting, and then generate the next output ac-

cording to the area of interest. Compared with the original Encoder-Decoder model, the 

biggest difference after adding the Attention mechanism is that it does not require the 

encoder to encode all input information into a fixed-length vector. Instead, the encoder 

needs to encode the input into a sequence of vectors, and each step of the decoding 
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process would selectively select a subset from the sequence of vectors for further pro-

cessing. 

4.4 Methodology 

4.4.1 Overview 

We assume that given a pretreatment corpus {𝑠𝑒𝑛1, 𝑠𝑒𝑛2, … , 𝑠𝑒𝑛𝑖, … , 𝑠𝑒𝑛𝑛}, 𝑠𝑒𝑛𝑖 

is corpus sentences, words and sentences by the plurality of sequences {𝑠𝑒𝑛𝑖 =

𝑤1, 𝑤2, … ,𝑤𝑖 , … ,𝑤𝑛}. At the same time, there is an emotion dictionary 𝑑𝑖𝑐, which con-

sists of a positive emotion vocabulary 𝑑𝑖𝑐𝑝𝑜𝑠  and a negative emotion vocabulary 

𝑑𝑖𝑐𝑛𝑒𝑔 . We divide the emotion category 𝑧  into six emotions 

{𝐴𝑛𝑔𝑒𝑟, 𝐷𝑖𝑠𝑔𝑢𝑠𝑡, 𝑆𝑎𝑡𝑖𝑠𝑓𝑎𝑐𝑡𝑖𝑜𝑛, 𝐻𝑎𝑝𝑝𝑖𝑛𝑒𝑠𝑠, 𝑆𝑎𝑑𝑛𝑒𝑠𝑠,𝑁𝑒𝑢𝑡𝑟𝑎𝑙}, aiming to generate 

a response that includes a specific emotion category {𝑌 = 𝑦1, 𝑦2, … , 𝑦𝑁}. We use a 

semi-supervised method to construct the required sentiment dictionary [102], which is 

constructed from a corpus of sentences with sentiment categories and annotations. 

Given 𝑤𝑗 look up the corresponding emotion polarity 𝑝𝑜𝑙 in the emotion dictionary 

𝑑𝑖𝑐, and according to the vector mapped from the position of 𝑤𝑗 in the sentence 𝑠𝑒𝑛𝑖, 

the emotion word vector is obtained by splicing the word vector with the vector. At the 

same time, get the corresponding sentence 𝑠𝑒𝑛𝑖 according to 𝑤𝑗, and map the emo-

tional polarity corresponding to each word in the sentence to the same vector 𝑋. The 

word vector and the vector 𝑋 are spliced together to obtain the emotional sentence 

vector. 

The emotional vocabulary generated by the model is often related to the word order 

in the corpus. When each sentence contains an emotional dialogue corpus, the effect 

may be good. However, in practical applications, large-scale corpora do not have too 

much emotional information annotation, and emotional information is not Intensive, 
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and there is not a lot of manpower and material resources to clean the corpus specifi-

cally for emotional information. The emotional response generated in this way is not 

stable, nor can it output a specified and reasonable emotional response. 

 

 

Figure 4.3 Overview of the proposed emotional dialogue model. 

The proposed model contains party encoder, global encoder, and decoder, as shown 

in Figure 4.3. In general, our model is different from the traditional Sequence to se-

quence models. As illustrated in Figure 4.3, the party encoder encodes the individual 

sentences and emotional information of the dialogue. Here, we adopt the bidirectional 

LSTM structure to ensure that the information before and after the dialogue would not 

be ignored. At the same time, the global encoder of transformer structure would encode 

the context and emotional information of the entire dialogue to ensure that the model 

would combine the context and consider the cause and effect when generating the dia-

logue. 

4.4.2 Embedding of emotional information 

Because in computer vision and natural language processing, the development of 

neural network model requires a large amount of computing and time resources, and 
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the technical span is also relatively large; thus, the pre-trained model is usually reused 

as the starting point of computer vision and natural language processing tasks [76]. We 

proposed to divide the embedding of emotional information into two parts: word-level 

emotional embedding and sentence-level emotional embedding, using emotional word 

vectors and emotional sentence vectors, respectively. Word-level emotion embedding 

is based on word vectors. In the input part of the model, the current input and context 

are combined to obtain the emotion word vectors in all inputs. Sentence-level emotions 

are embedded in the encoder part of the model, mainly to capture the co-occurrence and 

dependency relationships between emotional words. 

The word vector does not have the ability to obtain emotional information, so we 

need to improve the traditional word vector. The emotional content of the dialogue sys-

tem is mainly based on emotional vocabulary, so choosing the emotional dictionary as 

the source of the model's emotional information is the most feasible choice. The emo-

tional dialogue model combines traditional word vectors word2vec with emotional in-

formation to form emotional word vectors according to the emotional dictionary during 

input, so that the model can obtain word-level emotional information. Word2Vec is an 

open-source tool based on deep learning. Due to its high accuracy and relatively low 

computational cost in analyzing the semantic similarity between two words, it has be-

come more and more popular recently. It has two modes: Continuous Bag-of-Words 

(CBOW) and Skip-Gram, which can be used to quickly learn word embedding from the 

original text, and use the constructed neural network model to capture word relation-

ships. We adopt the Skip-Gram model for word embedding training. After the text pre-

processing step, the word vector representation of all words in the document is learned 

through the Skip-Gram model, and the vector representation of each word encountered 

in the input is extracted from the model. Then, the representation of each sentence can 

be received by averaging the vectors of all its constituent words. The vector represen-

tation of the new document is derived in the same way in the sentiment prediction stage.  

After the text preprocessing step, each word in each sentence of the dialogue is con-

verted into a vector. Then according to their cosine similarity, the obtained vector is 
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compared with the vector of the emotional word. Select the emotional word vectors 

with high similarity for combination. Due to the existence of the emotional dictionary, 

the feature extraction method based on the dictionary is very promising. Generally, the 

sentiment dictionary consists of a set of language-specific words, including information 

about the sentiment category, polarity strength, etc. to which they belong. Compared 

with a simple sentiment dictionary, a fine-grained multi-sentiment polarity dictionary 

can improve the classification accuracy in sentiment analysis tasks [104].  

A set of documents and sentiment dictionary are given to build a model and generate 

sentiment word vectors. A set of text 𝐷 = {𝑑1, 𝑑2, … , 𝑑𝑛} and the vocabulary 𝑇 =

{𝑡1, 𝑡2, … , 𝑡𝑛} which are unique terms extracted from the corpus. The word representa-

tion of the terms 𝑡𝑖 are mapped from the Word2Vec model, and then a set of word 

representations of all words in the vocabulary is derived, i.e., 𝑉 = {𝑣1, 𝑣2, … , 𝑣𝑚}. 

In order to construct the emotional word vector, the embedding model uses all the 

emotional words in the dictionary as emotional vocabulary 𝐸 = {𝐸1, 𝐸2, … , 𝐸𝑘}, and 

obtains their word representations 𝑉𝐸 = {𝑉𝐸 , 𝑉𝐸2
, … , 𝑉𝐸𝑘

}. Due to the scale of the word 

embedding model of the training corpus, there is a low coverage problem, that is, some 

words are in the emotional vocabulary but not in the vector space learned from 

Word2Vec. Therefore, these words can be ignored and deleted in subsequent processing. 

The emotion vector embedded in this way not only contains the current input emotion 

information, but also contains the position information of the emotion vocabulary, 

which belongs to a kind of position embedding [48, 105]. It shows that the positive 

emotion vocabulary and the negative vocabulary are in different positions in the se-

quence, so that the neural network can learn the relationship between position and emo-

tion. This serial number relationship is the absolute position in the word sequence. In 

addition to the absolute position, the relative position is also very important, because 

the length of the sentence itself is inconsistent, so in order to add the relative distance 

information, it is convenient to calculate in parallel. We set the emotion vector part of 

the emotion word vector to the maximum length of the sentence. When the dimension 

of the emotion vector is determined, the absolute position and relative position of each 
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word would be the same, so that position embedding can embed both absolute position 

and relative position information at the same time. 

After the emotion vector is obtained, it is spliced with the word vector to obtain the 

emotion word vector. Compared with the original word vector, the emotional word vec-

tor increases the emotional information in the emotional dictionary, and at the same 

time embeds the information of the absolute position and the relative position. 

In this work, we construct an emotion-aware word embedding to represent each word 

by connecting the dictionary-based emotional word vector and the semantic word vec-

tor based on the Word2Vec model. The embedding model can capture the emotional 

orientation of words, and is a word representation method strictly based on word em-

bedding. In addition, it makes full use of the context and semantic expression capabili-

ties of the word embedding model. Emotion perception word embedding combines 

emotional word vectors and semantic word embedding to simplify the combination 

function, which shows that the advantages of the two models could be combined in a 

hybrid representation. 

4.4.3 Model 

4.4.3.1 Party Encoder 

The encoder part of the Seq2Seq framework uses a bidirectional LSTM [17]. The 

current input information is the sentence entered by the user in this round of dialogue. 

After word segmentation and preprocessing, it is transformed into a word2vec word 

vector and an emotion vector, and the two are spliced to obtain an emotion word vector.  

We assume that given an input sequence 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑖, … , 𝑥𝑛}, an output se-

quence 𝑌 = {𝑦1, 𝑦2, … , 𝑦𝑖 , … , 𝑦𝑛}. At a certain time node 𝑡  , the encoder's hidden 

layer state ℎ𝑡 at the current time 𝑡 is calculated by the hidden layer state ℎ𝑡 − 1 of 

the encoder at the time 𝑡 − 1 and the current time input 𝑥𝑡, the following formula can 

be expressed: 
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ℎ𝑡
⃑⃑  ⃑ = 𝐿𝑆𝑇𝑀(𝑥𝑡, ℎ𝑡−1

⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ) (4.7) 

 

ℎ𝑡
⃖⃑ ⃑⃑ = 𝐿𝑆𝑇𝑀(𝑥𝑡, ℎ𝑡−1

⃖⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑) (4.8) 

 

ℎ𝑡 = ℎ𝑡
⃑⃑  ⃑ + ℎ𝑡

⃖⃑ ⃑⃑  (4.9) 

 

Where ℎ𝑡
⃑⃑  ⃑ and ℎ𝑡

⃖⃑ ⃑⃑  are the hidden layer state of the encoder t of the forward LSTM and 

the backward LSTM respectively, ℎ𝑡 is the hidden layer state of the encoder at the 

current moment. 

Song et al. found that there are at least two ways to make sentences contain emotional 

information. One is to clearly use strong emotional words to describe emotional states 

(such as "Happy", "Sad", "Angry", "Excited", "Frustrated", etc.). The other is to in-

crease the intensity of emotional experience, not through words in the emotional vo-

cabulary, but through the implicit combination of neutral vocabulary in different ways 

to express emotion. The proposed emotional dialogue model does not forcibly insert 

strong emotional expression words into the generated utterances. We believe that this 

would cause the generated sentences to deviate from the original meaning, and the nat-

urally generated replies based on the query would be more in line with the central mean-

ing of the chat. 

4.4.3.2 Global Encoder 

Context information is one of the important components of emotional dialogue. Con-

text can provide context information for prediction. At the same time, context may also 

have certain emotions. By encoding context information, it can also affect some inter-

related emotions. Vocabulary is conducive to the model's learning of emotional changes, 

and it can also learn some hidden emotional information that may exist. 

As the number of dialogue turns increases, the context length would also become 

longer. When the length exceeds a certain distance, RNNs cannot capture long-distance 
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dependence. However, the length of each round of dialogue is relatively short, so the 

use of a transformer would be very effective. We propose to adopt transformer as the 

basis of the global encoder structure to process the encoding information of the context. 

The method proposed conversation as a set of dialog sentences sequence composition 

𝐷 = {𝑠𝑒𝑛1, 𝑠𝑒𝑛2, … , 𝑠𝑒𝑛𝑛}, and each statement as a series combination of words 𝑠𝑒𝑛𝑖 , 

the hidden node state information at the tail node is the semantic encoding of all con-

texts. Sentence-level LSTM obtains contextual information by iteratively processing 

the vector generated by each utterance sequence. 

The proposed method unfolds all tokens in the dialogue into 𝐷 = {𝑤1, 𝑤2, … , 𝑤𝑚}. 

Where 𝑚 is the number of tokens entire conversation. An end-of-turn delimiter is in-

serted between each two turns. Then use Transformer to encode the expanded token 

sequence. We connect all the markers in the dialogue as input, and hope that the Trans-

former can learn rudimentary coreference information through the self-attention mech-

anism. For each token 𝑤𝑖, the input embedding is the sum of its word embedding, po-

sition embedding and turn embedding: 

 

𝑰(𝑤𝑖) = 𝑾𝑬(𝑤𝑖) + 𝑷𝑬(𝑤𝑖) + 𝑻𝑬(𝑤𝑖) (4.10) 

 

Where the word embedding 𝑾𝑬(𝑤𝑖) and the position embedding 𝑷𝑬(𝑤𝑖) are the 

same as in normal Transformer architectures [48]. According to the work of Su et al. 

[106], we added the turn embedding 𝑻𝑬(𝑤𝑖) to indicate which turn each token belongs 

to. Tokens from the same turn would share the same turn embedding. Tokens from the 

same round would share the same round embedding. Then the input embedding is for-

warded to 𝑙 stacked encoders to obtain the final encoding representation. Each encoder 

contains a self-attention layer followed by a feedforward neural network. 

 

𝑬0 = (𝑬1, 𝑬2, … , 𝑬𝑚) (4.11) 

 

𝑬𝑙 = 𝑇𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑒𝑟𝐵𝑙𝑜𝑐𝑘(𝑬𝑙−1) (4.12) 
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As shown in Figure 4.3, Each self-attention and feedforward component has a resid-

ual connection and layer normalization step, and the final encoding is the output of the 

𝑙th encoder 𝑬𝑙. 

4.4.3.3 Decoder 

The decoder is the opposite of the encoder. Our model focuses on modeling party 

sentiment information and global sentiment information when generating responses 

based on posts. Therefore, the decoder should combine party and global vectors for 

decoding. We adopt LSTM and Transformer to respectively encode the dialogue to ob-

tain the hidden state of the model, and then the model obtains the attention distribution 

in the attention mechanism, and then connects them. As shown in equation 4.13, given 

ℎ𝑡 and 𝑬𝑙, the decoder generates the response 𝑝: 

 

𝑝 = 𝑔([ℎ𝑡⁡𝑬𝑙]) (4.12) 

 

Where 𝑔 is a nonlinear multilayer neural network to calculate the probability of each 

word. In the decoding process, the decoder with LSTM is used to predict the response 

by token. 

4.5 Experiments Setup 

4.5.1 Dataset 

As shown in Table 3.1 in Chapter 3 of this thesis, this experiment also used the dia-

logue model proposed by the MELD and DailyDialogue emotional dialogue datasets. 

MELD It is a multi-party and multimodal emotional dialogue dataset from the 

Friends TV series, which contains textual, acoustic, video, and speakers information. 

Each utterance in every dialogue is labeled with one of the seven emotion categories. 
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DailyDialogue To verify the generalizability of our model across datasets, we con-

duct experiments on DailyDialogue, a larger scale dataset only containing textual utter-

ances with the same emotion categories as MELD. 

4.5.2 Baselines 

To comprehensively evaluate the proposed emotional dialogue model, we compare 

our model with the following baselines: 

(1) Seq2Seq + Attention [86] 

A standard Seq2Seq model with attention method is widely used as a baseline in 

conversation generation tasks. This model proposes a general end-to-end sequence 

learning method. In this method, the encoder maps the input sequence to a fixed-dimen-

sional vector. The fixed-dimensional vector is regarded as the semantic expression of 

the input sequence. The decoder generates the output sequence according to the seman-

tic expression of the input sequence. 

(2) ECM [1] 

A classic model of emotional conversation generation. This method put forward an 

emotional dialogue system based on memory neural network. Based on the traditional 

sequence-to-sequence model, with the static emotion vector expression, a dynamic 

emotional state memory network, and an external memory mechanism of emotion 

words, so that the ECM can output responses corresponding to the emotions according 

to the designated emotion category. Because the ECM model cannot automatically se-

lect the appropriate emotional label to respond, the ECM model is not suitable for direct 

use as a baseline. Therefore, we manually specify the most frequent response sentiment 

for ECM for fair comparison. 
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4.5.3 Metrics 

In the evaluation of the non-task-oriented dialogue system, the accuracy of utterance 

selection and utterance generation were evaluated. In other words, we compare the ut-

terance generated by the model with the response in the test data to verify the accuracy 

of the generated utterance. Another method is to consider the effect of the response 

sentence through the meaning of each word and to judge the relevance of the test data’s 

response. The word vector is the basis of this evaluation method. The advantage of 

using a word vector is that it can increase the diversity of answers to a certain extent 

because most of them are characterized by word similarity, which is much lower than 

the restriction of requiring identical words in word overlap. 

To measure the effectiveness of our approach, we take the following metrics: 

(1) BLEU [107] 

Measuring the consistency of emotional conversation generation without losing the 

syntax performance can effectively highlight the effect of conversation generation. As 

for objective syntax evaluation, BLEU, a syntax measure to compute n-gram overlaps 

between the generated response and the reference response, was also used to measure 

the syntax of the responses. The n-gram is used to compare the similar proportions of n 

groups of words between an utterance and a reference. A result of 1-gram represents 

the number of words in the text that were translated separately, so it reflects the fidelity 

of the translation. When we calculated more than 2-gram, more often the results re-

flected the fluency of the translation, and the higher the value, the better the readability 

of the article. BLEU uses the following formula to calculate the similarity between the 

generated response utterance and the reference of the test data based on the number of 

n-gram matches between two utterances. 

 

𝐵𝐿𝐸𝑈 = 𝐵𝑃 ∙ exp⁡(∑ 𝜔𝑛 log𝑝𝑛

𝑁

𝑛=1

) (4.13) 
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𝑝𝑛 compares the generated response sentence with the reference utterance of the en-

tire test data set and calculates the n-gram matching rate. The score is calculated by 

calculating the geometric mean from 1-gram to N-gram. The BLEU score is represented 

by a real number from 0 to 1. The higher the value, the better the response generated. 

(2) ROUGE [108] 

We use the ROUGE to assess the recall rate of the generated responses. It is different 

from the BLEU metrics. The BLEU calculates the accuracy rate, and the ROUGE cal-

culates the recall rate. The ROUGE is a common metric for quantitative comparison to 

measure the actual role of responses in a generation. 

(3) PPL  

We use natural language processing commonly used quantitative metrics to assess 

the quality of the generated responses. PPL is a common metric for quantitative com-

parison to measure the ability of language in express. 

(4) Greedy Matching [109] 

The greedy matching method is a matrix matching method based on word level. For 

each word of the real response, the word with the highest similarity in the generated 

response is found, and the cosine similarity matching is added and averaged to the max-

imum extent. The same is performed for the generated response again and the average 

of the two is taken. 

(5) Embedding Average Cosine Similarity [110] 

The embedding average method directly uses sentence vectors to calculate the simi-

larity between real response and generated response, while sentence vectors are ob-

tained by the weighted average of each word vector, and then it uses cosine similarity 

to calculate the similarity between two sentence vectors. 
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(6) Vector Extrema Cosine Similarity [111] 

The utterance vector is calculated by the word vector, and the cosine similarity be-

tween the utterance vectors is used to indicate the similarity between the two. The cal-

culation of the speech vector is slightly different; here, the calculation method for the 

similarity of the speech vector is “Vector Extrema” 

(7) Skip-Thought Cosine Similarity [112] 

Skip-thoughts vectors is the name given to simple neural network models for learning 

fixed-length representations of sentences in any natural language without any labeled 

data or supervised learning. With Word2vec, words can be displayed in distributed ex-

pressions, and the processing that takes into account the meaning of words can be per-

formed. Kiros et al. let the model learn distributed expressions by learning to predict 

the words before and after a word in a sentence. This model is called the Skip-gram 

model of Word2vec. The model uses large novel texts as a training data set, and the 

encoder part of the model obtained with the help of the Seq2Seq framework is used as 

a feature extractor, which can generate vectors of arbitrary sentences. The trained Skip-

Thoughts model encodes similar sentences that are close to each other in the embedding 

vector space. In this experiment, the cosine similarity was calculated based on the vec-

tor generated using the Skip-Thoughts model.  

When comparing the frequency of words in different texts, the words to be compared 

are mostly predetermined by the analyst. Such a comparison method can statistically 

verify the hypothesis put forward by the analyst. However, in actual statistical analysis, 

it is not certain which word should be paid attention to in advance. Generally, the fre-

quency of all words that appear in the text are compared, and the words with a large 

frequency difference between the texts are searched. This method does not consider the 

similarity of words according to their linguistic meanings but is based on the distribu-

tion of words appearing around the text set in space. With reference to the word fre-

quency in the test data set, we analyzed the utterances generated by the proposed dia-

logue model and baselines and calculated their spatial similarity. 
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4.6 Results and Analysis 

4.6.1 Automatic Evaluation Results 

The results are given in Table 4.1, numbers in bold mean that improvement from the 

model on that metric is statistically significant over the baseline methods. It can be seen 

from the experimental results that the proposed conversation model was stronger than 

the other models for all evaluation indicators. Seq2Seq performed rather poorly on 

nearly all emotion metrics, primarily because it did not consider any effect factor and 

tended to generate generic responses. 

Table 4.1 Automatic evaluation results. 

Model BLEU ROUGE PPL Greedy Average Extrema S-Tho. 

Seq2Seq 0.23 0.16 85.65 0.42 0.59 0.36 0.18 

ECM 0.25 0.18 78.83 0.46 0.62 0.43 0.35 

Ours 0.26 0.19 76.51 0.48 0.63 0.48 0.42 

 

Table 4.1 shows that our model consistently surpasses other competitors on most 

evaluation metrics. This suggests that modeling the global context has a positive effect 

on response generation, and demonstrates the superiority of our model on understand-

ing content and emotion, which yields new state-of-the-art performances. 

From the results in Table 4.1, we see that compared with Seq2Seq and ECM, the 

proposed model had improved BLEU evaluation indicators of 0.03 and 0.01 from the 

results in Table 4.1, respectively. Especially in 1-gram, the results of the proposed dia-

logue model were much better than the results of the other two models. Two-gram was 

not much greater than the other two models. In the field of machine translation, 1-gram 

becomes an indicator of the correctness of word translation, and high-order n-gram is 

an indicator of translation fluency. Since n-grams only have the same words in the ut-

terance, even synonyms would be regarded as different, thereby reducing the results. 

The proposed model had the best performance in the generation of the same single word, 
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but compared to multiple words, it was not as good as ECM. Among all the results, the 

BLEU result was the lowest value overall. The response space in the dialogue system 

often diverged. BLEU did not care about grammar, only the distribution of content, 

which is suitable for measuring the performance of the data set, and it could not play a 

good role at the sentence level. In terms of evaluating non-task-oriented dialogue sys-

tems, it is difficult to say that BLEU was the best evaluation index. Therefore, it is of 

great significance to study appropriate evaluation indicators. 

We observe that the proposed model is better than Seq2Seq by about 0.03, 9.14, 0.06, 

0.04, 0.12, and 0.24 on ROUGE, PPL, greedy matching, embedding average cosine 

similarity, vector extrema cosine similarity, and skip-Thought cosine similarity, respec-

tively. Our model outperforms the best ECM by about 0.01, 2.32, 0.02, 0.01, 0.05, and 

0.07 on ROUGE, PPL, greedy matching, embedding average cosine similarity, vector 

extrema cosine similarity, and skip-Thought cosine similarity, respectively. These re-

sults show that the proposed model indeed generates more fluent, diverse, coherent, and 

emotional responses than baselines. The word vector evaluation index focuses on com-

paring the semantic similarity between the generated sentence and the actual sample, 

but it is difficult to capture long-distance semantic information based only on the word 

vector. Intuitively, words with special meaning in the text should have a higher priority 

than the commonly used expressions. Since most texts show tendencies to a greater or 

lesser extent, if this method calculates the similarity in the vector space, higher-order 

general sentences would be output first. It can be seen from the results that our model’s 

choice of key information was due to the other two models, and our model could gen-

erate utterances corresponding to the key information of the input utterance. 

Furthermore, ECM adopts random emotional words to decode the response. When 

the opposite emotional information is added, the decoder may suffer the situation that 

the response generation does not conform to the syntax, and may reduce the quality of 

response. Different metrics demonstrate that our model allows response to transition 

naturally and conform to grammar. 
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Since there are not any standard automatic metrics to evaluate the response generated 

by the dialogue model, human judgment evaluation is a good index strategy at this stage. 

Unfortunately, it suffers from time-consuming and laborious.  

4.6.2 Case Study 

To give an insight on whether the emotion of the generated response is expressed 

appropriately, Table 4.2 lists some examples generated by the Seq2Seq, ECC, and the 

proposed model. We select the query of different emotion categories for consistency 

check. It shows that the proposed model can generate responses with suitable emotions. 

Table 4.2 Sample responses generated by all models. 

Query Model Response Emotion 

Why no one thinks that I 

look handsome in this 

photo. 

Seq2Seq I don't know! 

Frustrated 
ECM I'm sorry for that. 

Ours I'm sorry that I did not get a 

good picture for you. 

Your words are really 

hurtful. 

Seq2Seq Okay, really? 

Angry 
ECM I do not care what people 

think. 

Ours I'm sorry if you're hurt. 

Warmest congratulations 

on your achievement. 

Seq2Seq Okay, thank you. 

Happy 
ECM I'm happy that I did. 

Ours I appreciate your congratula-

tion. 

I was dumped one months 

ago, and I'm still heart-

broken. 

Seq2Seq Uh-huh. I'm sorry. 

Sad 

ECM What happened? Why are you 

still depressed? 

Ours Everything will be okay. I'm 

with you. 
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From Table 4, we can see that the Seq2Seq model tends to generate safe responses 

such as "Okay", "Thank you" and "I don't know". The Seq2Seq model not only fails to 

grasp the user's emotions well, but also fails to produce the quality of empathy as an 

emotional support dialog system. Due to the limitations of the corpus, a lot of meaning-

less words would be generated in the conversation generation. But the proposed model 

largely avoids the generation of words like "I don't know" compared to Seq2Seq. 

In contrast, the replies generated by the proposed model and ECM produced a certain 

degree of emotion. ECM needs to specify the sentiment of the response, and there would 

be more related sentiment words in the generated response. For example, "I do not care" 

is generated when the specified emotion is angry, "happy" is generated when the spec-

ified emotion is happy, and "depressed" is generated when the specified emotion is sad. 

The emotions generated by our emotional dialogue model are more obscure, and would 

not appear abrupt and straightforward. In terms of dialogue skills, our model appears to 

be more professional. For the response in the “Anger” line, our model does not have a 

tendency to continue the quarrel like ECM, but cleverly chooses to resolve conflicts. 

Such skills can be seen in the example conversation that we showed. For the response 

in the “Sad” line, while learning about the help-seekers situation, the proposed model 

express understanding and empathy to relieve the help-seekers frustration by using di-

alogue skills.  

Due to the architecture of the proposed model, the context could be learned, and we 

believe that the proposed model can predict the before and after responses. Furthermore, 

we observed that the generated response text had positive emotions. Although the gram-

mar of the response sentence generated by the ECM model was fluent, the response 

sentence generated by this model was not strongly related to the expected context when 

the input sequence was short. For the Seq2Seq model, large security response texts were 

generated, and the model generated large sentences that lacked fluency and sentences 

irrelevant to the query. For “Anger” categories, Seq2Seq generates responses that are 

not only emotionally inconsistent, but also have nothing to do with the post. Instead, 
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most examples in experimental results illustrate that our model is efficient in consist-

ence when we give the post to generate the response. 

4.7 Summary 

In this chapter, we proposed a party encoder and a global encoder to generate emo-

tional responses for dialogue generation. Emotional intelligence is the ability to monitor 

an interlocutor’s emotions and in turn, appropriately express emotions in response. We 

separately model and monitor local emotional dialogue information and global emo-

tional dialogue information. Extensive experimental results showed that our emotional 

dialogue model performed favorably on both content coherence and user satisfaction 

against other models. 

Future work will focus on integrating more diversified external emotional knowledge. 

We also plan to incorporate multimodal information into the proposed model and eval-

uate it on more natural large-scale emotional dialogue datasets. In terms of evaluation 

experiments, human judgments evaluation experiments are carried out in order to obtain 

accurate and comprehensive results. 
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Chapter 5 

Conclusion and Future Works 

Human beings are rich in emotions, and various emotions, such as happiness, anger, 

sorrow, and joy are easily expressed in dialogue, so emotional dialogue is one of the 

important components of human dialogue. Dialogues that lack emotion are often empty 

and weak and hard to resonate with people. With the development of deep learning, 

enhanced learning, and the construction of large dialogue data sets, research on emotion 

recognition tasks in dialogue has attracted attention. In many real-world applications, 

the dialogue model focuses on emotion recognition and emotional dialogue generation, 

which aims at reducing individuals’ emotional distress and helping them understand 

and work through the challenges that they face. In this thesis, we focus on the emotional 

conversation recognition model and the emotional dialogue generation model. We will 

summarize the whole thesis and then give our future work in this section. 

5.1 Conclusion 

This thesis focuses on the research of emotional conversation recognition and gener-

ation, and proposed some related methods for perusing more accurate emotional pre-

diction and generation in dialogue. In the task of dialogue emotion recognition, our 

work mainly revolves around some remaining challenges in this field: (1) How to 

achieve more accurate modeling of dialogue text, (2) How to introduce external com-

monsense knowledge to enrich emotional information, (3) How to integrate different 

external knowledge information to improve the performance of emotional model. In the 

task of generating emotional dialogue, our work mainly revolves around the emotional 
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accuracy of the generated response, the diversity of the response sentence, and the rel-

evance between the response and the context. The concrete summaries and contribu-

tions are displayed as follows: 

⚫ We proposed KES model, a new framework that incorporates different elements 

of conversational semantic role labeling Information and the commonsense 

knowledge feature from ATOMIC, where build upon them to learn interactions 

between interlocutors participating in a conversation. Based on the discourse 

representation rich in external knowledge, two different networks composed of 

LSTM are responsible for tracking the individual internal state and the contex-

tual external state to predict the emotional label of the dialogue. In the processing 

of external commonsense knowledge, we do not extract all the knowledge, but 

select the four types of knowledge information that have the greatest impact on 

the dialogue for modeling and fusion. Experiments show that too much or too 

little knowledge would degrade the performance of the model. 

⚫ We proposed an emotional dialogue model based on the encoder-decoder struc-

ture of the Seq2Seq model, which aims to generate empathetic responses to re-

duce users’ emotional problems. In terms of emotion coding, for the defect that 

the word vector does not contain emotional information, the emotional word 

vector is formed by adding emotional information and location information ac-

cording to the emotional dictionary on the basis of the word vector. We proposed 

a party encoder and a global encoder to generate emotional responses for dia-

logue generation. We separately model and monitor local emotional dialogue 

information and global emotional dialogue information. We separately model 

and monitor local emotional dialogue information and global emotional dialogue 

information, making it easier for the proposed model to generate emotional vo-

cabulary sentences and maximize emotions. 
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5.2 Future Work 

Future work will try to explore more effective methods to more accurately identify 

weak emotions. Abundant resources are the basis of neural network training, and exter-

nal emotional resources can be used as prior knowledge for segmentation to enhance 

emotional feature representation. In future work, more emotional resources can be in-

corporated to better understand emotions. With the open-source of the diverse emo-

tional dialogue information corpus, we are interested in incorporating human facial ex-

pressions, voices, and other multi-modal information into the model, and extracting 

features in all aspects to enrich the emotions in the dialogue. The development of intel-

ligent dialogue emotion recognition systems and emotional chat robots deserve further 

attention in future work. Related subtasks such as multi-party emotional interaction, 

personality modeling, dynamic emotion tracking, emotional chatting, and emotional 

support conversation can form new research directions. 
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