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ABSTRACT
Researchers have developed tsunami inundation models based on nonlinear shallow water 
equations to estimate tsunami propagation and inundation. However, their empirical results 
are not in perfect agreement with those of other research institutes, even though the same 
governing equations are used. Therefore, we quantitatively evaluated the variability of tsunami 
simulations in this study. Several research institutes have conducted tsunami simulations under 
the same input conditions using tsunami inundation models adopted for tsunami hazard 
assessment, resulting in a certain degree of variability among them. By examining the spatial 
and temporal differences in various physical quantities, we identified the characteristic topo
graphy where the variability between tsunami simulations increases. A novel method for 
calculating statistics from the area integrals of physical quantities was proposed to demon
strate the variability in the overall simulation results. In addition, the effects of different setting 
parameters and computational environments on the simulation results of a single model were 
evaluated. The findings of this study are expected to not only serve as a basis to verify the 
reliability of source codes employed by users of the tsunami inundation model, but also 
contribute useful technical information to advance probabilistic tsunami hazard assessment 
in the future.
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1. Introduction

Structural measures such as coastal dikes and break
waters, and non-structural measures such as tsu
nami hazard maps and evacuation information 
systems have been developed to prevent tsunami 
damage. To utilize these measures effectively, it is 
important to predict tsunami damage using numer
ical simulations. Examples of numerical models to 
predict tsunami damage include ALASKA (Kowalik 
and Murty 1993; Nicolsky, Suleimani, and Hansen 
2011), FUNWAVE-TVD (Shi et al. 2012), GeoClaw 
(George and LeVeque 2006; George 2008), JAGURS 
(Baba et al. 2014), MOST (Titov and Synolakis 1995, 
1998), NEOWAVE (Kowalik et al. 2005; Yamazaki, 
Kowalik, and Cheng 2008), TNS (Miyoshi et al. 
2019), T-STOC (Tomita and Kakinuma 2005; Tomita, 
Honda, and Chida 2016), TUNAMI-N1 (Shuto, Goto, 
and Imamura 1990; Goto and Ogawa 1997), and 
TUNAMI-N2 (Imamura 1995; Imamura, Yalciner, and 
Ozyurt 2006). These models can evaluate tsunami 
generation and propagation and the inundation of 
land. The source code of some of the models is 
available free of charge.

In general, numerical models must be developed to 
guarantee the accuracy and reliability of the results. In 
a numerical tsunami model, numerical solutions are 
compared with analytical solutions, hydraulic experi
mental data, and observation data obtained from 
actual past tsunami events. If the error between the 
numerical solution and observation data is confirmed 
to be within a certain range, the model can be used for 
tsunami hazard-mapping projects. In the United States, 
the National Tsunami Hazard Mitigation Program holds 
regular workshops on the accuracy verification of 
numerical tsunami models, and the results are 
reported periodically (e.g. Horrillo et al. 2015; Lynett 
et al. 2017). Moreover, the analytical solutions adopted 
in the workshops and data from hydraulic experiments 
have been made available as benchmark problems. In 
a similar effort, the Japan Society of Civil Engineers 
(JSCE) held a tsunami analysis hackathon in 
September 2020. The purpose of the hackathon was 
to develop and improve numerical models by compar
ing them with hydraulic experimental data to improve 
tsunami numerical analysis techniques. The hackathon 
focused not only on tsunami propagation and 
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inundation problems, but also on the evaluation of 
tsunami wave pressure and the forces acting on struc
tures, and the phenomena associated with tsunami 
flow, such as changes in the seafloor topography due 
to sediment transport and the behavior of drifting 
objects. These results are reported by Yasuda et al. 
(2021), Yamamoto et al. (2021), and Takabatake et al. 
(2021). Furthermore, the hydraulic experiment data 
adopted in the hackathon are available on the tsunami 
disaster prevention portal site (JSCE and NIED 2018). 
Tide records from offshore tsunami gauges are often 
used to validate a model by comparison with observed 
data (e.g. Titov 2009). As an example of coastal tsunami 
run-up and inundation data, the trace height distribu
tion for Okushiri Island during the 1993 Hokkaido 
Nansei-Oki Earthquake Tsunami was published as 
a benchmark problem (Takahashi 1996). In the 2011 
earthquake and tsunami off the Pacific coast of 
Tohoku, a large amount of observation data on tsuna
mis was obtained over a wide area. Hayashi and 
Koshimura (2013) and Montoya et al. (2016) used mea
sured data such as the inundation height distribution 
on land and flow velocity analyzed in video images of 
the Sendai Plain to verify the accuracy of tsunami 
inundation models (TUNAMI for the former, MOST 
and GeoClaw for the latter).

To run a simulation using a tsunami inundation 
model whose accuracy has been guaranteed 
through the above process, it is necessary to set up 
various computational conditions, including the grid 
generation of the computational domain. In some 
research fields, the complexity of these pre- and 
post-processing steps makes it difficult to perform 
the simulation. It is relatively easy to obtain input 
data for tsunami simulations in Japan. Information 
about the fault parameters in the sea areas around 
Japan is publicly available for the crustal deforma
tion of earthquakes, which are the source of tsuna
mis. Similarly, topography data are available at 
multiple resolutions, along with land use classifica
tion data and data on structures such as coastal 
dikes and submerged breakwaters. In addition, 
there are many commercial and free software 
packages for visualizing the simulation results. To 
conduct tsunami simulations using the input data 
described above, we can refer to the procedures 
described in the guidelines established for the target 
facilities (e.g. MLIT 2012; JSCE 2016, the former is for 
municipalities and the latter is for nuclear power 
plants). In this way, we can make tsunami simula
tions available to everyone.

On the contrary, the users of the numerical tsunami 
models have found that the results of their tsunami 
simulations do not completely agree with those of 
other institutes, even if they use the same governing 
equations, computational methods, and condition set
tings. This can be understood as epistemic uncertainty 

owing to the facts that the parameters used in the 
code, such as the lower limit of the flow depth at the 
tip of the tsunami and upper limit of the flow velocity, 
are set independently by each research institute, and 
that there are differences in the methods of processing 
the input and output data and in the computing envir
onments used, such as the computers and compilers, 
even though the same source code is used. Because 
the occurrence of this type of uncertainty is caused by 
a lack of knowledge or information about the numer
ical model itself, or by the system, such as the para
meters used in the numerical model (Hoffman and 
Hammonds 1994), it is possible to reduce this uncer
tainty by accumulating scientific knowledge. 
Therefore, it is extremely important to quantitatively 
evaluate where and how much variability exists by 
comparing multiple simulation results, and to clarify 
factors such as how much variability is caused by 
differences in parameter settings and computational 
environments to reduce the uncertainty of numerical 
models. In recent years, it has been demonstrated that 
the probabilistic tsunami hazard assessment (PTHA), 
which takes into account various uncertainties, is 
necessary for the risk assessment of critical facilities 
located in coastal areas such as nuclear power plants 
and, in the case of Japan, Self-Defense Force bases 
(JSCE 2016). In general, the uncertainty in PTHA is 
considered for the fault parameters of earthquakes in 
the tsunami generated area (e.g. Fukutani et al. 2021). 
However, to propose a more explanatory PTHA in the 
future, the uncertainty caused by the numerical mod
els in the tsunami propagation and run-up processes 
must be considered, but at present, must be given 
empirically.

In this study, we attempted to clarify the differences 
in the simulation results generated by the standard 
tsunami inundation models currently used in practice 
and to quantitatively evaluate the variations between 
them. Several tsunami simulations were carried out 
with the same input data, such as bathymetry data, 
land topography data, and tsunami source models, 
and the results were compared. Several research insti
tutes that use numerical tsunami models for tsunami 
hazard mapping and tsunami damage estimation par
ticipated in this project. The differences in various 
physical quantities, such as water surface levels and 
flow velocities obtained from the tsunami simulations 
by each organization were investigated spatially and 
temporally, and the areas where the variations are 
especially large were analyzed, along with their char
acteristics. Furthermore, we proposed a comparison 
method using the integration of physical quantities 
to show the magnitude of the variation in the simula
tion results. We not only compared the variability 
among the numerical tsunami models of the institutes 
included in this study, but also examined that calcu
lated by varying the setting parameters of a specific 
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model under multiple conditions in different comput
ing environments. Clarifying the existence and charac
teristics of the variability generated by tsunami 
simulations and quantitatively evaluating its magni
tude is expected to not only serve as a standard for 
verifying the reliability of source codes employed by 
users of tsunami inundation models, but also contri
bute useful information to the technological develop
ment of PTHA.

Note that the purpose of this study was to compare 
the relative performance of the models and not to 
evaluate their validity or to determine their superiority 
or inferiority. The models selected for comparison are 
based on the shallow water (nonlinear long-wave the
ory) equations currently used as a standard in tsunami 
disaster prevention work in Japan. Their accuracy has 
already been verified by comparison with hydraulic 
experimental data (Yasuda et al. 2021).

2. Methods

In this section, the details of the input data and com
putational conditions used in the tsunami simulation 
and the numerical models compared are presented. To 
extract the differences between the tsunami inunda
tion models due to the differences in physical and 
numerical conditions, it is important to minimize the 
uncertainty of the setting conditions. For this purpose, 
it was desirable to prepare an environment where 
modelers could use the same topography model and 
initial conditions (tsunami source models). Therefore, 
we decided to use publicly available and easily acces
sible data on hypothetical tsunami events to compare 
the models. The details are presented below.

2.1. Bathymetry and topography data

In Japan, datasets have been developed for each 
region where earthquake and tsunami damage predic
tions are carried out, and they have been deposited at 
the G-Spatial Information Center (AIGID 2016). We 
used the dataset from “the Massive Earthquake 
Model Review Meeting of the Nankai Trough” 
(Cabinet Office 2012). The datasets, which include tsu
nami source models and bathymetry and land topo
graphy data, can be downloaded free of charge.

(Figure 1) illustrates the 2430-m-resolution (cover
ing the western part of Japan from the Kanto region) 
and the 90-m-resolution grid domain (covering the 
vicinity of Kochi Prefecture) used in the simulation. 
The bathymetry and land topography data consist of 
six levels, with spatial resolutions ranging from 2430 m 
to 10 m, and provide information about the spatial 
connectivity between regions for multiple geographic 
coordinate systems. In this study, we used the dataset 
in the plane-rectangular coordinate system zone no. 4; 
the 10 m grid domain, which has the smallest spatial 

resolution, was evaluated for two locations, Kochi City 
and Susaki City, in Kochi Prefecture (Figure 2). This is to 
investigate the differences in the results due to the 
topography of low-lying areas and the ria coast. The 
above descriptions are summarized in (Table 1). The 
area number in the table corresponds to the file num
ber of the dataset.

2.2. Tsunami source model

In the tsunami source model, there are 11 fault models 
that were developed for the Nankai Trough mega earth
quake. Among them, we used Case 4, which has a large 
fault slip off the Shikoku region (see Figure 1 for details 
of the crustal deformation). Normally, for a magnitude 9 
earthquake, the effects of dynamic fault rupture, that is, 
rupture speed and rise time, should be considered. For 
the sake of simplicity, we did not take them into account 
and set them so that the permanent displacement was 
reached the moment the earthquake occurred. The 
dataset contains crustal deformation (i.e. initial water 
surface level distribution) precomputed by the fault 
parameters of the earthquake. (The spatial grid spacing 
was computed at an 810 m resolution). We used these 
data as a basis for generating crustal deformation data 
for other spatial resolutions. The interpolation method 
used was arbitrary.

2.3. Other conditions

The other setting conditions are based on the guideline 
”Guide to Determining the Potential Tsunami 
Inundation” by the Ministry of Land, Infrastructure, 
Transport and Tourism (MLIT 2012). Only subsidence 
was considered in the setting of crustal deformation 
of the land area. All areas of Kochi City and Susaki City, 
which are the target areas of the simulation, are subject 
to subsidence, and the ground level is lower than the 
sea level in some areas. An identifier to discriminate 
between sea and land was created in advance and 
given as input data to enable verification of whether 
such areas are inundated or not. The effect of resistance 
by structures was considered as the bottom friction 
force by assigning Manning’s roughness coefficient 
according to the land use by Kotani, Imamura, and 
Shuto (1998). This method is recognized as a standard 
model in the above guidelines, and the matrix data are 
included in the dataset provided by the Cabinet Office; 
we used those data. Furthermore, structures such as 
rivers and coastal dikes, breakwaters, and submerged 
dikes are usually defined on the boundary of the grid to 
apply the overtopping condition; however, in this 
study, these structures were assumed to be nonfunc
tional (i.e. not considered) because they are destroyed 
in the worst-case scenario. The tide level was set at T.P. 
(Tokyo Peil) 0 m as a constant value.
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2.4. Tsunami inundation models and 
computational conditions

Using the input data described thus far, the results 
of the simulations using several numerical tsunami 
models were compared. In this study, TUNAMI(-N1, - 
N2, and TNS) and JAGURS, validated by Yasuda 
et al. (2021) as described above, were used. 
Specifically, in the tsunami analysis hackathon, the 
results of tsunami inundation experiments were 

compared with numerical model reproductions 
using an urban model that reconstructed the 
detailed topography of Onagawa Town, damaged 
by the 2011 Tohoku Tsunami. The results indicated 
that TUNAMI and JAGURS could reproduce the tsu
nami inundation phenomena with an average accu
racy of approximately 90% for several maximum 
tsunami water levels measured using water level 
gauges.

Figure 1. Computational domain. Upper panel: seafloor displacement in 2430 m grid domain (i.e. initial water surface level 
distribution of a tsunami). The square boxes indicate the 810 m, 270 m, and 90 m grid domain, respectively. Lower panel: 
Distribution of bathymetry and topography on a 90 m grid. The square boxes indicate the range of the 30 m and 10 m grid 
domain, respectively.
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Figure 2. Distribution of bathymetry and topography on 10 m grid domain. Upper panel: Kochi City, Lower panel: Susaki City.
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The governing equations are based on nonlinear 
shallow water equations (or nonlinear long-wave the
ory) with conservative and hydrostatic-type models. 
The continuity and motion equations are expressed 
as follows: 
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where η is the water surface level; M and N are the line 
discharge rates in the x and y directions, respectively; h 
is the still water depth; D is the total water depth 
ð¼ hþ ηÞ; g is the acceleration due to gravity; and n 
is Manning’s roughness coefficient. In recent years, 

non-hydrostatic models based on dispersive wave the
ory have been developed as models with higher-order 
accuracy (e.g. Iwase and Imamura 2004; Shigihara and 
Fujima 2006, 2014; Baba et al. 2015). In addition, 
a model incorporating the loading effects and vertical 
density distribution of seawater (e.g. Baba et al. 2017) 
has been proposed to improve the reproduction of far- 
field tsunamis. However, the above four models were 
used to study the differences in the numerical models 
of nonlinear long-wave theory, which is commonly 
used in practical simulations such as the tsunami 
hazard assessments currently conducted in Japan.

(Table 2) lists the details and computational condi
tions of each tsunami inundation model. All the mod
els use a finite difference scheme based on the 
staggered leapfrog method, where the advection 
term is the first-order accurate upwind difference, 
and the linear term is the second-order accurate cen
tral difference. The difference between the models is 
the condition at the tsunami front (moving boundary 
condition). One of the following models is used: 
Iwasaki and Mano (1979), Imamura (1996), or 
a modified model of Imamura (1996) (see Imamura 
(2009) for the details of each method). The nesting 
method of the spatial grid, the coordinate system, 
and the conditions for the minimum time step and 
reproduction time are assumed to be identical. Six 
research institutes participated in this project. Each 
institute used one of the four models and was allowed 
to set any value for the parameters used in the simula
tion. In general, when running numerical tsunami 
models, it is necessary to provide several parameters, 
such as the upper limit of the flow velocity and the 
minimum water depth at the tsunami front (wet/dry 
condition), and the differences in these settings are 
expected to affect the simulation results. However, 
there are few references that provide specific recom
mended values for these parameters, and only MLIT 
(2012) clearly states that “the minimum value of the 
flow depth at the tsunami front should be approxi
mately 0.01 m.” Therefore, the values of the parameters 
are set by the organizations that develop the tsunami 
inundation models, but in some cases, the users pro
vide their own parameters empirically.

Table 1. Information of bathymetry data used.

Area Grid Matrix size

Location of the 
southwest cornerb 

[m]

# size[m] (imax �
jmax)

x y Note

2430– 
01

2430 720 � 540 −730,200 −857,700

0810– 
01

810 1500 � 990 −487,200 −371,700

0270– 
01

270 1680 � 990 −252,300 −55,800

0090– 
03

90 1050 � 450 −30,900 30,600

0030– 
08

30 1170 � 960 −30,000 32,400 for Susaki 
City

0030– 
09

30 1290 � 810 −4800 44,100 for Kochi City

0010– 
17

10 1350 � 1470 −28,200 34,200 for Susaki 
City

0010– 
19

10 1770 � 1440 −3000 51,900 for Kochi City

aimax and jmax are the maximum number of grids in the east-west and 
north-south directions, respectively. 

bThese locations indicate the origin of each domain, and the coordinates 
are based on Zone 4 of the rectangular plane, where x and y are east- 
west and north-south directions are indicated.

Table 2. Summary of model used and common conditions for the simulation.
Model Gorverning Numerical accuracy Numerical treatment Moving
name equation of linear terms of convection term boundary condition

TUNAMI-N1 Nonlinear shallow Iwasaki & Mano(1979)
TUNAMI-N2 water equations Staggered Leap-Frog Upwind Imamura (1996)
TNS (hydrostatic model, (2nd-order accurate) (1st-order accurate) Imamura (1996)
JAGRUS Conservative type) Imamura (1996)a

Model Coordinate Spatial grid size
Time step [sec]

Total simulation
name system and nesting system time [hrs]

TUNAMI-N1 Cartesian Two-way, 6-levels
0.2 12TUNAMI-N2 (Rectangular) (2430, 810, 270,

TNS coordinates 90, 30, 10 m)
JAGRUS

aOnly pressure gradients are considered in the scheme.
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The values of the parameters used by each partici
pant are listed in (Table 3). Note that only the para
meters common to all models are shown here; there 
may be other parameters used by individual users. In 
this table, in addition to the parameters, the presence or 
absence of time nesting, type of real numbers used 
(single or double precision), type of compiler, and com
puting environment are also described. All the models 
are written in Fortran 77 or 90, and some of them have 
been used in practical applications for large-scale com
putation with the use of parallelization (e.g. Oishi, 
Imamura, and Sugawara 2015; Baba et al. 2016).

3. Spatio-temporal characteristics of the 
variability of simulation results generated 
from multiple tsunami inundation models

The simulation results obtained by each research insti
tute were analyzed based on the computational con
ditions and methods described in the previous section. 
In this section, we first compare the temporal changes 

in the water surface level and flow velocity at several 
representative points. Next, the statistics obtained 
from the spatial distribution of the maximum values 
of the tsunami physical parameters (water surface 
level, flow depth, velocity, and momentum flux) are 
compared. Then, we identify the region where the 
variability among the tsunami inundation models of 
the physical quantities increases, and clarify the char
acteristics of the variability.

3.1. Time variation of water surface level, flow 
depth, and flow velocity

First, the temporal changes in the water surface level and 
flow velocity were compared. The output points are 
shown in (Figure 2) and listed in (Table 4). Three locations 
from the sea to the land were selected in Kochi City and 
Susaki City, respectively. (Figures 3 and 4) depict the 
results of superimposing all the models on the time series 
of each point. The overall trend is that the temporal 
changes are quite similar, and all the models provide 
comparable numerical solutions. However, there were 
some local differences that cannot be ignored.

At K1, located at the mouth of Urado Bay, the peak 
velocity of the first wave is approximately 6–9 m/s, which 
represents approximately a 30% difference between the 
models. The topography of the site is complex, with 
a large curvature caused by sandbars protruding in the 
east-west direction. At S1 in Susaki Bay, there is a large 
difference in the flow velocity, especially when 
a backwash occurs. The reason for this difference is that 
point S1 is located on the open sea side of the breakwater 
at the mouth of the bay, where the current is strong and 
the velocity is extremely high. Thus, in the area where the 
topography changes markedly, the water surface level 
changes significantly, and the corresponding difference 
in flow velocity also increases.

Contrarily, the differences in the maximum and 
minimum peak values at K2 and S2, located farther 
inland, are quite small, although phase shifts occur 

Table 3. Summary of physical and numerical conditions for the simulation.
Model Grid nesting Limit of maximum Minimum flow depth Minimum flow depth
# for time flow velocity [m/s]a for dry-wet condition [m] for bottom friction terms [m]

1 No 7 1.0E-05 1.0E-05
2 No 7 1.0E-05 1.0E-05
3 Yes 50 1.0E-05 1.0E-02
4 No 20 1.0E-05 1.0E-02
5 Yes 10 1.0E-05 1.0E-05
6 No Fr ¼ 2 1.0E-06 1.0E-06

Model Gravity Numeric
Compiler Parallelization# acceleration [m/s2] precision

1 9.8 Single Intel Fortran Composer XE 15.0 No
2 9.8 Single Intel Fortran Compiler Professional 11.1 No
3 9.8 Single Intel Fortran Composer XE 14.0 No
4 9.80665 Double Intel Fortran Linux 13.1 OpenMP
5 9.8 Single NVIDIA Cuda compiler 7.5 CUDA
6 9.8 Double Intel Fortran Composer XE 14.0 OpenMP+MPI

aFr represents the Froude number.

Table 4. Information on the output points for water surface 
level and velocity and the start and end points of transect of 
the geophysical quantity distribution.

Locationa [m]

Name x y
Ground elevation  

at output pointb [m]

K1 55,554 5644 −9.91
K2 58,963 5892 −7.11
K3 61,934 5095 −1.33
S1 41,328 −19,825 −23.1
S2 44,057 −19,075 −13.2
S3 45,297 −19,358 0.71

Start point[m] End point[m]

Name x y x y

A-A’ 12,370 58,000 11,910 59,610
B-B’ 6350 61,400 8000 62,000
C-C’ −16,845 42,400 −16,845 43,100

ax and y represent the east-west and north-south directions, respectively, 
and are based on Zone 4 of the plane rectangular coordinate system. 

bThe ground elevation is based on T.P. Points K3 and S3 are heights on 
land, and the other points are water depths.
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over time. The temporal variation in the flow depth in 
K3 was similar, but the overall difference was approxi
mately several tens of centimeters, and the peak velo
city at the time of tsunami arrival differed by 
approximately 20%. The nonlinear effect is especially 
large for the run-up phenomenon of tsunamis on land. 
Therefore, it appears that differences in the use of 
advection terms between the models and in the pro
cessing of the output as cross-sectional mean flow 
velocity were the cause of the differences in the 
simulations.

From the above results, we found that the temporal 
variations in water surface level/flow depth and flow 
velocity were different, especially at the peak. In the 
following sections, we compare the spatial distribution 
of the maximum values of the physical quantities to 
identify the areas where the variability is particularly large.

3.2. Characteristics of maximum water surface 
level and maximum flow velocity and the spatial 
distribution of their statistics

(Figures 5 to 8) show the spatial distributions of the 
statistics (mean and standard deviation) for the max
imum water surface levels and velocities calculated from 
each numerical tsunami model. Here, only the grids that 
were inundated by all the models were extracted, and 
the statistics were calculated for each grid.

The overall trend of the maximum water surface level 
in Kochi City indicates that the water surface level 
decreases as it moves upstream from the coast to the 
city (Figure 5, upper panel). The tsunami arriving from 
the offshore area was blocked by the coastal dunes, and 
the water surface level rose to over 10 m. The tsunami 
overflows the dunes and inundates behind the lagoonal 
lowlands. In addition, tsunamis entering Urado Bay run- 
up to the city along the rivers in the center of the area. 
The height of the tsunami is approximately 3–5 m in 
Urado Bay and the rivers and approximately 1–2 m in 
the city. The standard deviation of the maximum water 
surface level is distributed in the range of several tens of 
centimeters in general, but it varies greatly, exceeding 
1 m in the area behind the dunes (Figure 5, lower panel). 
In (Figure 6), the maximum flow velocity is large at the 
mouth of Urado Bay (about 10 m/s on average) and 
along the rivers, and the tsunami overflows the river 
levees and inundates the city. In the land area, large 
values can be observed on the coastal dunes. The stan
dard deviation of the maximum flow velocity is approxi
mately 2.5 m/s at the mouth of Urado Bay, which is 
almost the same as that of the mean.

In Susaki City, the average of the highest water 
surface level was greater than 10 m in all areas, 
both in the sea and on land (Figure 7). The area 
has a ria coastline, which means that tsunamis tend 
to concentrate at the back of the bay, and the 
water surface level on land is amplified because of 
the steep, mountainous terrain behind the plains. 
The highest water surface level at the back of Susaki 
Bay is lower than that of Nomi Bay and other wes
tern bays because of the shielding effect of the 
breakwater at the mouth of the bay. As for the 
distribution trend of the maximum flow velocity, 
large velocities are generated in the sea area 
(Figure 8). The magnitudes of both the mean and 
standard deviation are particularly pronounced on 
the open sea side of the breakwater at the mouth 
of the bay (near the output point S1).

Figure 3. Time series of water surface Elevation, flow depth 
and flow velocity at the locations shown in Figure 2. The color 
of the lines in the figures corresponds to the model # in the 
legend placed on top of the panels.
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Figure 4. Time series of water surface Elevation, flow depth and flow velocity at the locations shown in Figure 2. The color of the 
lines in the figures corresponds to the model # in the legend placed on top of the panels.
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Figure 5. Spatial distribution of statistics for the maximum water surface level in Kochi City. Upper panel: Mean, Lower panel: 
Standard deviation.
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Figure 6. Spatial distribution of statistics for the maximum flow velocity in Kochi City. Upper panel: Mean, Lower panel: Standard 
deviation.

354 Y. SHIGIHARA ET AL.



3.3. Characteristics of maximum flow depth and 
maximum momentum flux and the spatial 
distribution of their statistics

Flow depth and momentum flux, which are physical 
quantities based on the surface of the ground, are 
used to evaluate in detail the tsunami inundation 

situation on land (Figures 9 to 12). The trends for the 
distributions of flow depth and momentum flux in Kochi 
City are the same as those for the water surface level and 
flow velocity. Because the momentum flux is a physical 
quantity proportional to the square of the flow velocity, 
it is expected to be large, especially on coastal dunes. 
The standard deviation of the momentum flux is 

Figure 7. Spatial distribution of statistics for the maximum 
water surface level in Susaki City. Upper panel: Mean, Lower 
panel: Standard deviation.

Figure 8. Spatial distribution of statistics for the maximum 
flow velocity in Susaki City. Upper panel: Mean, Lower panel: 
Standard deviation.
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Figure 9. Spatial distribution of statistics for the maximum flow depth in Kochi City. Upper panel: Mean, Lower panel: Standard 
deviation.
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relatively large near the eastern boundary of the 
domain. This is due to the difference in the momentum 
flux coming in from the adjacent 30 m grid domain by 
the spatial nesting calculation.

Let us now examine the changes in the physical 
quantities on transects A–A’ and B–B’ shown in 
(Figure 2 and Table 4), and analyze the differences 

between the coastal areas having large values for 
standard deviation and the inland urban areas having 
small values. (Figures 13 and 14). On transect A–A’, 
the tsunami overflows the dune and inundates the 
area behind it (Figure 13(a)). A large difference in the 
flow depth was observed between the models 
(Figure 13(b,c)). The changes in the standard 

Figure 10. Spatial distribution of statistics for the maximum momentum flux in Kochi City. Upper panel: Mean, Lower panel: 
Standard deviation.
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deviation and coefficient of variation (CV) in 
(Figure 13(d,e)) show that these values peaked at 
the rear of the dune. In the area behind the dune, 
the flow depth increased, while the momentum flux 
tended to decrease. These results suggest that the 
difference in flow depth and momentum fluxes, 

especially when the water overflowed the dune, 
resulted in a difference in the inflow rate behind the 
dune and affected the variation in flow depth. For 
transect B–B’, the tsunami overflowed the riverside 
and inundated the urban area in the area below sea 
level (Figure 14(a)). The mean and standard deviation 

Figure 11. Spatial distribution of statistics for the maximum 
flow depth in Susaki City. Upper panel: Mean, Lower panel: 
Standard deviation.

Figure 12. Spatial distribution of statistics for the maximum 
momentum flux in Susaki City. Top: Mean, Bottom: Standard 
deviation.
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Figure 13. Comparison of the maximum values of tsunami physical quantities on the transect A-A’. Here, (a) is the ground 
elevation and the water surface level averaged over all models, (b) and (c) the solid line is the overlay of each model for maximum 
flow depth and momentum flux, the black dotted line is the average of all models, (d) is the standard deviation (SD) of maximum 
flow depth and maximum momentum flux, and (e) is the coefficient of variation (CV). The colors of the lines in (b) and (c) 
correspond to the model # in the legend placed on top of the panels.
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of the flow depths are approximately 2 m and 0.1 m, 
respectively, although they vary depending on the 
ground level. The momentum flux is large only in 
the vicinity of the river and becomes almost zero in 
the urban area inland from the river. The standard 
deviations of the fluxes are similar.

Thus, the differences in the urban area (transect B– 
B’) between the models are much smaller than those 
in the coastal area (transect A–A’). However, as can be 
seen in (Figure 14(e)), the CV of the momentum flux 
was calculated to be larger, by approximately 30– 
40%. This is simply because both the mean and the 

Figure 14. Comparison of the maximum values of tsunami physical quantities on the transect B-B’. The details of (a)-(e) are the 
same as in Figure 13.
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standard deviation of the momentum fluxes are small, 
and thus the CV is apparently large. In Susaki City, 
most of the land area is inundated, and the mean 
values of flow depth and momentum flux tend to 
decrease as the ground elevation increases. In con
trast to the back of Nomi Bay (east of Susaki Bay), 
where the flow depth exceeds 10 m in all areas, the 

scale of inundation at the back of Susaki Bay is small. 
This is due to the energy shielding effect of the break
water installed at the mouth of the bay, as described 
above. The standard deviations are distributed 
according to the magnitude of the mean, and this is 
also true for the momentum fluxes. As can be seen in 
(Figure 15(a)), the inundation height of the tsunami is 

Figure 15. Comparison of the maximum values of tsunami physical quantities on the transect C-C’. The details of (a)-(e) are the 
same as in Figure 13.
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more than 14–15 m from offshore to onshore. The 
flow depth is almost constant over a distance of 100– 
400 m, and it decreases sharply near the steep cliffs. 
The momentum flux gradually decreases from the 
shoreline. The coefficients of variation up to 
a distance of approximately 500 m are 2–3% for the 
flow depth and 5–10% for the momentum flux. We 
concluded that the variability is smaller than that of 
the coastal area of Kochi City (transect A–A’) 
(Figure 15(e)).

4. Quantitative evaluation of the overall 
simulation variability generated by the 
tsunami inundation model

In Section 3, we clarified the spatio-temporal trend of 
the variation in physical quantities among tsunami 
inundation models. The results obtained here can be 
used as clues to identify the differences in the simula
tion results and the errors in the models themselves in 
tsunami hazard assessment. However, users of tsunami 
inundation models should be aware that there will be 
some variation in the simulation results locally and 
should pay attention to the extent to which the simu
lation results of their model are consistent or different 
from those of other models in general. This is impor
tant for considering the reliability of the results when 
simulations are conducted for the purpose of tsunami 
hazard mapping.

Several studies have evaluated the differences 
between tsunami inundation models. Horrillo et al. 
(2015) compared the numerical solutions of tsunami 
inundation models with benchmark problems from 
hydraulic experiments. They also verified the accuracy 
of the models based on the existing acceptable error for 
the water surface level and run-up height. In addition, 
Montoya et al. (2016) and Lynett et al. (2017) investi
gated the validity of the models used and the variability 
in the models by comparing the data observed for the 
2011 Tohoku tsunami with the results of several simula
tions. The studies presented here qualitatively clarify the 
differences in the temporal or spatial distribution of the 
physical quantities of the tsunami, especially those pre
sented in the previous section, but do not specifically 
address the inter-model differences that occur in the 
entire inundation area.

Against this background, we propose in this section 
a simple and quantitative method to evaluate the over
all variability in tsunami inundation models. 
Specifically, the total physical quantities, such as inun
dation area, maximum flow depth, and maximum 
momentum flux are calculated by area integration, 
and the statistics (mean and confidence interval) of 
the models are presented. Moreover, the variability 
caused by changing the values of various parameters 
and computational environment adopted in a single 
model is also clarified.

4.1. Evaluation methods

To calculate the total amount of physical quantities for 
each tsunami inundation model, the following equa
tion is defined: 

ðð

S
fðx; yÞdS �

Xny

j¼1

Xnx

i¼1

fi;jΔxΔy (4) 

where fðx; yÞ is the continuous function of the physical 
quantity, S is the area, ði; jÞ, ðnx;nyÞ, and ðΔx;ΔyÞ are 
the indices for the discrete grid in the horizontal(x; y) 
direction, the number of grids in the computational 
domain, and the spatial grid spacing, respectively. In 
addition, fi;j is a discrete function for fðx; yÞ, which can 
be expressed by the following equation: 

fi;j ¼
1; for Di;j > 0
0; for Di;j ¼ 0

�

(5) 

fi;j ¼ Di;j (6) 

fi;j ¼ ðQ2=DÞi;j (7) 

where Q is the discharge rate per unit width. Based on 
Equation (4), Equations (5), (6), and (7) can be com
puted as quantities that define the inundation area, 
the area integral of the maximum flow depth, and the 
area integral of the maximum momentum flux, 
respectively.

4.2. Variation of inundation area between 
tsunami inundation models

From the previous results, it is expected that the inun
dation area and the run-up limit of the land area will 
also differ between the models. Considering that this 
affects the reliability of the tsunami hazard map, we 
investigated the variation in inundation areas between 
tsunami inundation models.

(Figure 16) shows graphs of the cumulative change 
in the inundation area against the maximum flow 
depth. The horizontal axis is the reciprocal of the flow 
depth, and the flow depth decreases as the value 
increases, which corresponds to the situation where 
the tsunami runs inland from the coast. The minimum 
flow depth determined as the inundation area was 
0.01 m. The mean and standard deviation of the total 
inundation area are 49 km2 and 0.74 km2, respectively, 
in Kochi City (CV: 1.5%), and 13.5 km2 and 0.11 km2, 
respectively, in Susaki City (CV: 0.8%). Although there is 
a difference in the size of the flooded area between the 
two, owing to the different topographical conditions, 
the variation in the total flooded area or the flooding 
limit is negligible. Here, we examined areas where 
significant differences occurred between the models. 
In the case of Kochi City, the standard deviation shows 
an increasing trend from 1/FD = 0.18, (flow depth: 
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5.5 m), and the line representing each model deviates 
from the mean line in the graph. Subsequently, the 
standard deviation is 1.1 km2 at 1/FD = 0.32 (flow 
depth: 3.1 m) and then converges to a constant value 
(about 0.7 km2). However, in Susaki City, the standard 
deviation was 0.14 km2 at 1/FD = 0.13 (flow depth: 
7.7 m), and no significant difference was observed 
overall on the graph.

The statistics of the inundation area, based on the 
Cabinet Office (2012), are presented in (Table 5) when 
the lower limit of flow depth is set to 5 m (the depth at 
which the second floor of an ordinary house is 

submerged), 2 m (the depth at which a wooden 
house is completely destroyed or washed away), 1 m 
(the depth at which the mortality rate is 100% in terms 
of human casualties due to tsunami), and 0.3 m (the 
depth at which evacuation becomes difficult). The CV 
in Susaki City is always less than 1%. The reason why 
the difference in inundation area was evaluated as 
small is that almost the entire city is inundated 
because of the narrow land, which is due to the topo
graphical features of the ria coast. In contrast, the CV in 
Kochi City, which has low-lying flat areas, has relatively 
large values. When estimating tsunami damage using 

Figure 16. Cumulative and standard deviation change in the inundation area with respect to maximum flow depth. Upper panel: 
Kochi City, Lower panel: Susaki City. The solid line in the figure shows the results for each model, the black dashed line is the mean 
for all models, and the blue dashed line is the standard deviation. The colors of the other lines correspond to the model # in the 
legend placed on top of the panels.
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flow depths, it should be assumed that variations will 
occur because of differences in topographical 
conditions.

4.3. Variation among tsunami inundation models 
estimated from total physical quantities

Based on Equations (4), (6), and (7), the area integrals of 
the maximum flow depth and maximum momentum 
flux were calculated to evaluate the overall variability 
among tsunami inundation models. (Figures 17 and 
18) compare the values obtained by each model, and 
(Tables 6 and 7) show the statistics estimated using the 
t-distribution. The mean values and their 99% confi
dence intervals (CIs) are shown in the figures and 
tables, respectively.

From the figures, it is clear that there are differ
ences between the results of each model. In parti
cular, the area integrals calculated for models #1 
and #2 are different, even though the values of 
the parameters used are exactly the same (see 
Table 3). The reason for this may be due to differ
ences in the handling of nonlinear terms in the 
source code, as mentioned earlier, but it is difficult 
to specify further at present. The coefficients of 
variation from (Tables 6 and 7) are less than 5% in 
all cases, and even the area integral of the max
imum flow depth in Susaki City is as small as 1%. As 
in the case of the inundation area, Kochi City shows 
greater variation than Susaki City.

In this study, the parameter settings that the parti
cipating research institutes usually employed in tsu
nami simulations were used. Therefore, the variations 
obtained reflect the settings that are usually employed 
in our practical tsunami simulations. Although these 
values are limited by the type of numerical model used 
in this study (the finite difference method based on the 
nonlinear shallow water equations), they may be useful 
for users to confirm the reliability of the models used in 
tsunami inundation simulations.

4.4. Variation of tsunami inundation model due 
to setting parameters and computational 
environment

Next, we investigate the differences caused by the para
meters of the tsunami inundation model and the var
ious conditions of the simulation. A case study was 
conducted using the topography of Kochi City based 
on Model #4. The setting conditions for each case are 

summarized in (Tables 8 and 9). In Case A, the para
meters used in the tsunami inundation model, i.e. the 
upper limit of flow velocity, censored flow depth, and 
gravity acceleration, were changed, and in Case B, the 
computational environment, such as the CPU, compiler, 
and compiler options, was changed. Then, the area 
integrals of the maximum flow depth and maximum 
momentum flux were obtained using the same method 
as that used in the evaluation in Section 4.3. The results 
are shown in (Figures 19 and 20), (Tables 10 and 11).

For Case A, the width of the confidence interval and 
CV were smaller than those obtained in the previous 
section. Therefore, it is clear that changing the value of 
any parameter in the source code does not have as 
much impact as the result obtained in Section 4.3 (the 
variation between multiple tsunami inundation mod
els). Thus, we examined the parameters that were 
found to be particularly different from the reference 
condition (Case 0). For maximum flow depth, changing 
the minimum flow depth of the bottom friction term 
(Case A4) results in a larger value than changing the 
minimum flow depth at the tip of the run-up, which 
affects the advection term (Case A3). As for the max
imum momentum flux, when the upper limit of the flow 
velocity is changed, Case A1 has a larger area integral 
value, and Case A2 has a smaller area integral value. 
However, when the minimum flow depth was changed 
(Cases A3 and A4), almost no difference was observed. 
These results indicate that the parameters that affect 
the simulation results are the minimum flow depth of 
the bottom friction term for the flow depth and the 
upper limit of the flow velocity for the momentum flux.

For Case B, the CV was 0.04% for the maximum flow 
depth and 0.05% for the maximum momentum flux. 
Therefore, we can conclude that the variation in the 
results of Model #4 is sufficiently small compared with 
other conditions owing to the difference in the preci
sion of the real numbers used (single precision or 
double precision), the computer (CPU), compiler, and 
compiler options. Incidentally, the single-precision real 
number calculation yields the same results as the dou
ble-precision real number calculation, although the 
calculation time is significantly reduced.

5. Conclusions

In this study, we simulated a hypothetical tsunami sce
nario with equivalent input conditions such as topo
graphic data and tsunami source models for several 
standard tsunami inundation models, and analyzed the 

Table 5. Statistics of cumulative inundation area for each flow depth. Left: Kochi City, Right: Susaki City.
Flow depth Flow depth

5 m 2 m 1 m 0.3 m 5 m 2 m 1 m 0.3 m

Mean [km2] 4.79 25.3 38.8 46.7 Mean [km2] 9.12 12.2 12.9 13.4
SD [km2] 0.42 0.98 0.80 0.78 SD [km2] 0.08 0.10 0.10 0.11
CV [%] 8.77 3.87 2.06 1.67 CV [%] 0.85 0.85 0.76 0.80

364 Y. SHIGIHARA ET AL.



obtained results spatially and temporally. As a result, we 
were able to clarify the characteristics of the inter-model 
variability in the physical quantities of tsunamis that 
propagate and inundate on real topographies, and the 
magnitude of the variability was quantitatively evalu
ated. The findings of this study are as follows.

The temporal variations in the water level and flow 
velocity were generally similar, but the difference was 
large at the maxima and minima. Therefore, the statis
tics of the spatial distribution of the maximum geophy
sical quantities were obtained to investigate the points 
at which the variation became large. In the ocean, both 
the mean and standard deviation of the flow velocity 
tended to be large in areas where the tsunami flow 
tended to converge, such as rivers and breakwater 
openings. On land, different characteristics were 
observed depending on the topographical conditions. 
In Kochi City, where low-lying areas are scattered, the 
differences caused by the overflow of sand dunes near 
the coast appeared as a variation in flow depths in the 
area directly behind. A tendency for the variability to 
increase near the spatial connection boundary was also 
revealed. In Susaki City, the water level was greater than 

10 m owing to the effect of tsunami amplification by the 
ria coast, but the standard deviation was less than 
several tens of centimeters, and the CV was only a 
few percent. The variability in the simulation results for 
Susaki City was smaller than that for Kochi City.

Next, we proposed a method to compare the varia
bility between tsunami inundation models based on the 
integrated values of various physical quantities and 
applied the method to this simulation. As for the inun
dation area, the CV of the total inundation area for both 
Kochi City and Susaki City was approximately 1%, and 
the variation around the inundation limit was small. 
However, Kochi City indicated a large variation in the 
range of flow depth (2–5 m), which is the standard for 
evaluating tsunami damage. Statistics were obtained 
from the area integrals for the maximum flow depth 
and maximum momentum flux, and the CV was less 
than 5%. The mean of the area integrals and their 99% 
CIs were also presented. Similarly, the effects of different 
setting parameters and computing environments on 
the simulation results were evaluated for a single 
model. In both cases, the variability was smaller than 
that of multiple tsunami inundation models. In terms of 

Figure 17. Comparison of the area integral of the maximum flow depth (Max. FD) and maximum momentum flux (Max. MF) 
calculated from each numerical model in the case of Kochi City. The red solid line shows the mean value μ and the black dashed 
line shows the 99% confidence interval.
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the different parameter settings, the most influential 
parameters were the minimum flow depth of the bot
tom friction term for the flow depth and the upper limit 
of the flow velocity for the momentum flux. Changes in 
the computing environment, such as the CPU and com
piler, had little effect on the simulation results.

The results presented herein are vital for under
standing the reliability of tsunami inundation models 
during tsunami damage estimation. In other words, 
even if the same governing equations are used and 

tsunami simulations are performed under the same set 
of parameters (i.e. the parameters used by each 
research institute in their daily practice), there is 
a certain degree of variability in the results. This 
study quantitatively demonstrates, for the first time, 
the empirical findings of tsunami researchers and engi
neers. This can serve as useful information to bridge 
the gap in the awareness of the adequacy of tsunami 
simulations, particularly in the development of tsu
nami disaster prevention plans. In general, companies 

Figure 18. Comparison of the area integral of the maximum flow depth (Max. FD) and maximum momentum flux (Max. MF) 
calculated from each numerical model in the case of Susaki City. The red solid line shows the mean value μ and the black dashed 
line shows the 99% confidence interval.

Table 6. Statistical estimation results of the area integral of the 
maximum flow depth (MFD) and the muximum momentum 
flux (MMF) for multiple tsunami inundation models in the case 
of Kochi City.

Mean 99% CI of the mean
Standard 
deviation

CV 
[%]

lower limit
higher 
limit

Area Integral 
of MFD 
[m3]

1:23� 108 1:16� 108 1:29� 108 4:19� 106 3.42

Area Integral 
of MMF 
[m5/s2]

1:04� 109 9:60� 108 1:13� 109 5:15� 107 4.93

Table 7. Statistical estimation results of the area integral of the 
maximum flow depth (MFD) and the muximum momentum 
flux (MMF) for multiple tsunami inundation models in the case 
of Susaki City.

Mean 99% CI of the mean
Standard 
deviation

CV 
[%]

lower limit
higher 
limit

Area Integral 
of MFD 
[m3]

8:69� 107 8:53� 107 8:85� 107 9:96� 105 1.11

Area Integral 
of MMF 
[m5/s2]

8:29� 108 7:85� 108 8:73� 108 2:68� 107 3.23
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Table 8. Summary of parameter settings for the case study (Case A) based on Model 4a.
Case Limit of maximum Minimum flow depth Minimum flow depth Gravity
# flow velocity [m/s] for dry-wet condition [m] for bottom friction terms [m] acceleration [m/s2]

0 20 1.0E-05 1.0E-02 9.80665
A1 50 1.0E-05 1.0E-02 9.80665
A2 � 1.0E-05 1.0E-02 9.80665
A3 20 1.0E-07 1.0E-02 9.80665
A4 20 1.0E-05 1.0E-05 9.80665
A5 20 1.0E-05 1.0E-02 9.8

aCase 0 has the same settings as Model 4 shown in Table 3.

Table 9. Summary of parameter settings for the case study (Case B) based on Model 4a.
Case Numeric

CPU Compiler Option
Computing

# precision time [hours]

0 Double Intel Xeon E5-2667 v3b Intel Fortran Linux 13.1 ifort -fast -parallel -openmpd 16.1
B1 Single Intel Xeon E5-2667 v3b Intel Fortran Linux 13.1 ifort -fast -parallel -openmpd 9.9
B2 Double Intel Xeon E5-2667 v3b Intel Fortran Linux 13.1 ifort -O2 40.6
B3 Double Intel Xeon E5-2667 v3b gcc 4.4.7 gfortran -O2 -fopenmpd 20.5
B4 Double Intel Core i7-8700 c gcc 9.2.0 gfortran -O2 -fopenmpd 17.9
B5 Double Intel Core i7-8700 c NAG Fortran Compiler 6.0 nagfor -O2 -openmpd 20.8

aCase 0 has the same settings as Model 4 shown in Table 3. 
b3.20 GHz 20MB Cache 8Cores 
c3.20 GHz 12MB Cache 6Cores 
dEight threads used for the parallelization.

Figure 19. Comparison of the area integral of the maximum flow depth (Max. FD) and maximum momentum flux (Max. MF) for 
Case A with different calculation conditions based on Model 4. in the case of Kochi City. The red solid line shows the mean value μ 
and the black dashed line shows the 99% confidence interval.
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(clients) ask consultant companies to conduct tsunami 
simulations individually. Clients require the simulation 
results to be consistent with the hazard maps 

published by the government (in Japan, the Cabinet 
Office). The findings obtained in this study are 
expected to help clients recognize that there are insur
mountable differences in tsunami simulations, and 
consequently, promote the smooth progress of tsu
nami disaster prevention planning research.

The newly proposed method of comparing models 
using the integrated values of physical quantities can be 
used not only to evaluate the model reliability, but also 
to understand the variability and uncertainty of the 
model parameters. The conditions set in this study are 
based on a hypothetical event, which is officially pub
lished by the Japanese Cabinet Office and widely used 
by all parties in Japan, so that users of tsunami inunda
tion models can easily perform similar calculations. In 

Figure 20. Comparison of the area integral of the maximum flow depth (Max. FD) and maximum momentum flux (Max. MF) for 
Case B with different calculation conditions based on Model 4. in the case of Kochi City. The red solid line shows the mean value μ 
and the black dashed line shows the 99% confidence interval.

Table 10. Statistical estimation results of the area integral of 
the maximum flow depth (MFD) and the muximum momen
tum flux (MMF) for Case A.

Mean

99% CI of the mean
Standard 
deviation

CV 
[%]

lower limit
higher 
limit

Area Integral 
of MFD 
[m3]

1:19� 108 1:16� 108 1:21� 108 1:71� 106 1.45

Area Integral 
of MMF 
[m5/s2]

1:03� 109 9:97� 108 1:06� 109 1:80� 107 1.75

Table 11. Statistical estimation results of the area integral of the maximum flow depth (MFD) and the muximum momentum flux 
(MMF) for Case B.

Mean

99% CI of the mean

Standard deviation CV[%]lower limit higher limit

Area Integral of MFD [m3] 1:1736� 108 1:1729� 108 4:52� 104 0.04
Area Integral of MMF [m5/s2] 1:0226� 109 1:0218� 109 1:0235� 109 5:09� 105 0.05
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this manner, for example, the statistics on inundation 
area, maximum inundation depth, and maximum 
momentum flux obtained in this study can be compared 
as criteria for users to verify the validity of the models 
they use. The statistics on the configuration parameters 
can help users detect errors in their own source codes 
and improve their models. In addition, the various 
values of CV and standard deviation presented in this 
paper may be employed as parameters in the future 
when considering the uncertainty due to the numerical 
model itself in PTHA.

However, care should be taken in handling the 
values given in the paper. In this study, the tsunami 
scenario of the largest class (M9) was used because it 
was intended for practical use. On the contrary, in the 
case of a relatively small tsunami scenario, the para
meters near the tip of the tsunami run-up are expected 
to have a large impact on the results, which may be 
evaluated as a larger variability than the present 
results. In addition, only six organizations participated 
in this project, and the sample size was insufficient for 
drawing statistical conclusions. To adopt the values 
obtained by the method proposed in this paper as 
more reliable reference values, the data should be 
further updated by examining tsunami scenarios that 
are not as extremely large in scale as that described 
above and by increasing the number of models. In the 
future, it will also be desirable to construct and provide 
a system that enables users to easily execute the eva
luation method proposed in this paper.

Additionally, it is important to compare the effects of 
different situations in which disaster prevention facilities 
such as seawalls are taken into account, and different 
bottom friction laws, to show more realistic and reliable 
variations in inundation simulation results. Nonlinear dis
persive wave models (Boussinesq models) and three- 
dimensional models (NS models), which are higher- 
order approximations than conventional shallow water 
theoretical models, may be applied in practice, and infor
mation on these differences should be updated accord
ingly. It is also important to compare the effects of 
different situations in which disaster prevention facilities 
such as seawalls are taken into account and different 
bottom friction laws to show more realistic and reliable 
variations in inundation simulation results. Nonlinear dis
persive wave models (Boussinesq model) and three- 
dimensional models (NS model), which are higher-order 
approximations than conventional shallow water theore
tical models, may be applied in practice, and information 
on these differences should be updated accordingly.
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