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Abstract

In recent years, the amount of mobile traffic is growing rapidly and spectrum
resources are becoming scarce in wireless networks. Under these predictions, it is
clear that the wireless network capacity will not meet the exponential growth of
traffic demand, such as high speed data communication, ultra reliable and low latency
communication, cost effective wireless networks and so on. To overcome this problem,
using cellular systems in the unlicensed spectrum has emerged as a promising and
effective solution that can assist in exploiting the wireless spectrum in a more efficient
way. In order to work in unlicensed bands, cellular systems, such as LTE, 5G New
Radio need to coexist with legacy unlicensed technologies Wi-Fi (IEEE 802.11-based
technology), Bluetooth and other systems. Consequently, providing fairness and a
desired level of Quality of Service (QoS) between NR-U and Wi-Fi is a challenging
issue.

In this dissertation, we propose an efficient channel assignment method for the
heterogeneous wireless networks in unlicensed bands, based on Deep Reinforcement
Learning (DRL) to overcome these challenges. For that, first of all we have imple-
mented an emulator as an environment for spectrum sharing in densely deployed
eNodeBs (eNBs) and Access Points (APs) in wireless heterogeneous networks to train
the Double Deep Q Networks (DDQN) model. We considered that eNBs are estab-
lished in an environment where APs are already densely deployed. Wi-Fi APs should
be managed coordinately and eNBs should cooperate with them. For that, the agent
(broker) is introduced to manage both APs and NBs in a centralized way. In this
case, the agent controls the channel to maximize the throughput by assigning suitable
channels to each AP and BS in the proposed environment. When training the DDQN
agent, the optimal channel (action) is assigned to each AP/NB based on the highest
average throughput (reward) which is obtained from the emulator.

The numerical results show that our proposed DDQN algorithm improves the
average throughput from 25.5% to 48.7% in different user arrival rates compared to the
random channel assignment approaches. We evaluated the generalization performance

of the trained agent, to confirm channel allocation efficiency in terms of average
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throughput (reward) in the proposed environment under the different user arrival
rates. Consequently, we can observe that the designed agent is trained enough to
choose near-optimal action with high reward for any inputs in the short term.

In the first phase of this research, we analyzed related works which includes spec-
trum resources, mainly unlicensed spectrum, spectrum sharing techniques as well as
coexistence between the cellular and Wi-Fi systems. In Particular, the spectrum
sharing between cellular LTE and Wi-Fi systems are investigated which are based on
the traditional method and machine learning methods.

In the next phase of this research, we developed an environment for spectrum
sharing in densely deployed eNBs and APs in wireless heterogeneous networks. Fur-
thermore, we propose an efficient channel assignment method for each Wi-Fi AP and
cellular eNB of the environment in unlicensed bands, based on the DRL. This method
is aimed to improve user’s average throughput compared with other existing methods.
For that, a single-agent DDQN based DRL scheme is employed for efficient channel
assignment problems. Consequently, our trained agent is able to assign optimal ac-
tion (channels) with high reward (average throughput) depending on the number of
users and their location area information.

In the final part of our work, When building DDQN, we have examined impacts of
the different hyperparameter settings, different network architectures, and optimizers
by experiments. The training accuracy of the designed DDQN has been validated
for the on-line simulator when the training section is disabled. We evaluated the
performance and the stability of trained agent, to confirm how well it has generalized
to assign channels to maximum number of steps for an episode in the proposed envi-
ronment under the different user arrival rates. Consequently, we can observe that the
designed agent is trained enough to assign near optimal action with high reward for
any inputs in the short term. Also, we can observe that from the validation result,
the performance of the DDQN is impacted in terms of the user arrival rates and their

location area index.
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Chapter 1
Introduction

The amount of mobile data traffic is growing at an annual rate of around 54 in
2020-2030. Furthermore, the global mobile traffic per month would then be estimated
to reach 543EB in 2025 and 4394EB in 2030 [1]. Under these predictions, the wireless

network capacity will not meet the exponential growth of the mobile traffic demand.

To tackle this problem, extending cellular systems such as LTE and Fifth-Generation
(5G) to unlicensed spectrum has emerged as a promising and effective solution that
can assist in exploiting the wireless spectrum in a more efficient way and can also be a
good neighbor with the other occupants [2],[3]. LTE has many advantages compared
to Wi-Fi that provides the capability to carry more data traffic in a specified amount
of spectrum (i.e., spectral efficiency) and which provide it an enlarged range over
Wi-Fi. [2].

In principle, 5G New Radio Unlicensed (NR-U) system is allowed to operate in
any unlicensed bands (from 1 to 100GHz) [1], but the initial industry focus is on the
5 GHz band. In the first phase, LTE License Assisted Access (LAA) and NR-U are
expected to coexist with IEEE 802.11 based Wi-Fi systems, in the 5 GHz Unlicensed
National Information Infrastructure (U-NII) bands. Also, |5] expects both LAA and

NR-U to coexist in 5GHz unlicensed bands in future years.

Federal Communications Commission (FCC) opened up the U-NII radio bands
at 5 GHz up to 500 MHz of spectrum that is available on a global basis for un-
licensed applications [6], |[7]. These bands can be classified in low frequency range
(i.e., below 7 GHz) and high frequency range (i.e., ISM mmWave, around 60 GHz) fre-

quency range for the unlicensed and shared spectrum operations, as represented figure
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Figure 1.1: UNII spectrum bands for unlicensed and shared

1.1. Approximately 2GHz of unlicensed spectrum are applicable for the below 7TGHz
in omni-directional communications, which consists of Industrial Scientific Medical
(ISM) band at 2.4 GHz, the Citizens Broadband Radio Service (CBRS) band at 3.5
GHz, and UNII bands at 5 GHz and 6 GHz frequencies [3|. The 5 GHz frequency
bands are divided into 20 MHz bandwidth, non-overlapping channels and wider chan-
nels can be produced by bonding these primary channels. UNII spectrum bands have
different constraints on their maximum transmit power, Effective Isotropic Radiated
Power (EIRP), requirement for Discovery Reference Signal (DFS), applications in in-
door/outdoor usage and so on. Over UNII bands, unlicensed users are mandatory to
execute DF'S to prevent interference with radars and other licensed operation services,
whereby they have to interrupt their transmission and execute periodic sensing for
radar signals.

Various heterogeneous wireless networks such as LTE LAA, 5G NR-U and IEEE
802.11 based Wi-Fi services are expected to operate in the UNII bands at 5 GHz
frequency.

When different technologies operate on the same band, without any coordina-
tion, however, it causes a significant interference that reduces the average throughput
per user due to the fundamental difference, as represented in table 1.1. The main
difference between Wi-Fi and LAA is the contention window (CW) adjustment pro-
cedure, which appears when the contention window size C'W,, achieves the maximum
value CW,,4.. In Wi-Fi, once a certain number of re-transmissions have been at-

tempted (lifetime of a packet) and if packet collision occurs, the transmitted packet
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is discarded. On the other hand, LTE LAA Listen Before Talk (LBT) establishes
a K parameter value in the standard. Each operator configured this value, and it
takes between 1 and 8. It determines how many times the maximum value can be
utilized. Once K re-transmissions have been attempted, LAA-LBT resets CW, to
CW in, and re-transmission restarts from the lowest stage again. The main differ-

ence between both LTE and Wi-Fi coexistence mechanisms are listed in following
table.

Table 1.1: Comparison of LTE and Wi-Fi

LTE Wi-Fi

Physical layer OFDMA OFDM
ntraliz hedulin F r 1

MAC layer S P
Bandwidth 1.4-20MHz 20MHz
Symbol duration 71.4 pus 4 ps
Modulation and coding | 7.43 bits/symbol 6.67 bits/symbol
efficiency (LTE R.12) (802.11ac R.12)
Retransmission HARQ ARQ
QoS guarantee Yes No
Mobility support Yes No

[9] showed that in the absence of any cooperation technique in the LAA/Wi-Fi
heterogeneous networks for the same frequency band, the user throughput of Wi-Fi
had a 96.63% of decrease, whereas user throughput of LTE was slightly affected by
0.49%, compared to the case in which both technologies operating alone.

In this regard, several significant works have proposed for coexistence between
LTE-U and Wi-Fi by Carrier Sensing Adaptive Transmission (CSAT) [3], [{], LBT
[10], or Almost Blank Subframe (ABS) [9]. In common, they allow LTE and Wi-
Fi systems to share the unlicensed band by checking the availability of the channel
before transmission. Therefore, there is sufficient work to investigate the coexistence
of LTE and Wi-Fi technologies in unlicensed spectrum bands based on traditional
methods. [I1] indicates many limitations for traditional optimization approaches in

wireless resource allocation problems. In other words, traditional methods are used to
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solve Radio Resource Allocation and Management (RRAM) optimization problems
that require complete or quasi-complete knowledge (difficult/impossible to obtain
this information in real-time) of the wireless environment, such as accurate channel
models and real-time channel state information. Moreover, traditional methods are
mostly computationally expensive and cause notable timing overhead. This shows

them inefficient for most emerging time-sensitive applications.

To overcome those limitations, Machine Learning (ML) based methods, especially
DRL can be an effective solution and take judicious control decisions with only limited
information about the network statistics [12|. There are three ways, including super-
vised learning, objective-oriented unsupervised learning, and reinforcement learning
paradigms to incorporate Deep Learning (DL) in solving optimization problems. From
these methods, we have selected to use the Deep Reinforcement Learning (DRL)
approach for the efficient channel assignment problem. DRL is an advanced data-
driven Artificial Intelligence (AI) technique that combines Neural Networks (NNs)
with traditional Reinforcement Learning (RL). [13] investigates that DRL is a possi-
ble solution to allocate channels based on the feedback of the measured throughput
considering the allocation sequence. Note that there is no explicit output in our
problem as a ground truth label for the training model. In this case, we consider
two unknown metrics which are channel assignment pattern and average throughput
for each AP/NBs in our assumed environment. For that, the reinforcement learning
method can be applied as an effective solution for these two unknown metrics, where
action and reward can represent channel allocation information and average through-
put, respectively. The obtained results indicate that our proposed method provides
major improvements in average throughput in the developed environment compared

to traditional methods.

In this work, we propose to maximize the average throughput by assigning suitable
channels to Wi-Fi APs and cellular Base Stations (BSs). First, to apply the DRL
method, the state information of the assumed environment is converted to the Markov
Decision Process (MDP) framework. Therefore, we model the channel assignment
problem for the proposed environment, as an MDP with a state space, action space,
transition probability, and reward function, where the agent is a central controller
that serves as the decision maker. The general architecture of DRL based channel

allocation problem consists of two main parts, including agent and environment. We

4



propose a complex environment structure as a training environment included densely
deployed APs and NBs. For that, we developed a simulator for spectrum sharing in
Wi-Fi/LAA heterogeneous wireless networks based on Java as the testbed of agents.
When training agent, the average throughput is obtained from the simulator for cal-
culating reward. Moreover, for training the DQN agent only one channel state of AP
or eNB is changed during each episode. For these generated states an action is tried
step by step according to the epsilon greedy algorithm. Hence, random actions in the
first phase of training DQN and the final phase of the training process greedy actions
are offered for the observed states.

Accordingly, the trained agent is able to assign the optimal channel to each AP /eNB
based on the learned knowledge of the environment which includes information on
the user’s variation and channel state. On the other hand, if they receive the highest
reward based on learned knowledge for each time step in an episode, the agent can
select optimal action for each state according to the rule of the epsilon greedy algo-
rithm. In our case, it means that the optimal channel is assigned to each AP/eNB
based on the highest average throughput. Consequently, the expected metrics such
as average throughput is possible to enhance for each AP and eNB in our assumed
heterogeneous network. It can assist in the more efficient management of the wireless

spectrum for the ever-increasing wireless traffic.

To validate the generalization performance of the trained agent, we employ the
developed simulator in the same manner as the training section. The validation result
shows that the designed agent is trained enough to choose near-optimal action with
a high cumulative reward. Furthermore, it can be observed that the performance of
the DDQN agent is impacted in terms of the user arrival rates and their location area
index. We also evaluated the stability of the obtained model which is compared with
the other eight models. This method can assist in the more efficient management of

the wireless spectrum resources for the ever-increasing wireless traffic.

The rest of this thesis is organized as follows. We survey some related works,
including the main spectrum sharing techniques, i.e., LBT, CSAT, and ABS. Also,
spectrum sharing between Wi-Fi and cellular systems based on the traditional meth-
ods and the machine learning based spectrum sharing methods are covered in Chapter
2. Chapter 3 presents the system model of the assumed environment, the stucture of

DRL based channel assignment, training procedure of DDQN agent and algorithm of



DDQN based channel assignment. Chapter 4 presents the performance evaluation of
the proposed method, including simulation model, network architecture of the train-
ing model, simulation results, and validation of the proposed method and its results.

Finally, Chapter 5 concludes this thesis and shows future work.






Chapter 2
Related Works

A cellular system operated in unlicensed spectrum bands has emerged as a promis-
ing and effective solution to meet the ever-increasing traffic growth that can assist in

exploiting the wireless spectrum in a more efficient way [3].

2.1 Spectrum sharing techniques

Extending cellular systems such as LTE and 5G into unlicensed bands, currently
dominated by Wi-Fi (IEEE 802.11 based technologies), brings about challenges re-
lated to regulatory requirements including spectrum sharing, a maximum channel
occupancy time, a minimum occupied channel bandwidth and fair coexistence with
incumbent systems |11]. Therefore, it is not trivial for cellular and Wi-Fi to coexist
as-is due to the differences in their Medium Access Control (MAC) protocols. One
MAC protocol cannot satisfy all the requirements of various kinds of applications
because the different kinds of protocols assume different hardware, and applications
[15]. A cellular (LTE/5G) system uses a centralized channel access mechanism based
on Orthogonal Frequency Division Multiple Access (OFDMA).

LTE technologies that operate in the unlicensed spectrum can be divided into two
categories, license-anchored systems, and non-license-anchored systems. In license-
anchored unlicensed LTE systems (e.g. LTE-U, LAA), the primary carrier, referred
to as the anchor, uses licensed spectrum. The anchor is used for transmissions of
uplink traffic, control signaling and QoS sensitive data such as voice. The secondary

carriers are used to transfer best-effort traffic and can operate in the 5 GHz unlicensed



spectrum. There are several types of cellular systems in unlicensed band, as detailed

in following part:

LTE-U was developed by the LTE-U Forum in 2014 to work with the 3rd Gener-
ation Partnership Project (3GPP) Release 10-12, and coexist with WiFi using duty-
cycle, where the LTE has a silence period for WiFi to have a chance to access the
channel. LTE-U has been designed for operations in countries such as the US, China,
and Korea, that do not mandate LBT mechanism. Further, LTE-U is supported
by the ABS coexistence mechanism introduced in LTE specifications in which some
(sub)frames can be unoccupied. LTE-U frames are transmitted by unlicensed spec-
trum bands that should be synchronized with licensed carriers in the time domain.
During the OFF period of the LTE-U system, the small cell base station takes the
measurements of the traffic density of neighboring Wi-Fi devices and adjusts its duty
cycle appropriately. The small cell base station transmits downlink frames without
performing LBT during the ON period [8]. ABSs are LTE subframes with reduced
downlink transmission activity or power. Interference in pico eNBs would be less
caused by macro eNBs in heterogeneous networks, by muting the transmission power
of the small cell base station in certain subframes. It can be summarized that LTE-
LAA activities may be controlled by an modified ABS technique in unlicensed spec-
trum, where uplink and/or downlink subframes may be muted, and no LTE common
reference signals are involved. It is represented that Wi-Fi is allowed to reuse the
blank subframes ceded by LTE, and that throughput improves with the number of
null-subframes. However, since LTE throughput decreases corresponding to the num-
ber of ceded blank subframes, a tradeoff is required. Moreover, if blank subframes are
non-adjacent, LTE performance reduction can be perceived since Wi-Fi transmissions
are not completely restricted within LTE silent modes. During the negotiation phase,
if the duration and occurrence of LTE blank subframes is reported to Wi-Fi nodes,
Wi-Fi can be able to efficiently limit their transmissions within blank subframes and

thus avoid interference with the LTE system. [9].

LAA was standardized by the 3GPP Rel-13 and Rel-14, and the main concept is
to use carrier aggregation framework and aggregate carriers in licensed and unlicensed
bands. LAA can be used as a Supplementary Downlink (SDL) or as Time Division
Duplex (TDD) data channel for both uplink and downlink. LAA implements LBT

protocol, which is a requirement in Europe and Japan. Before transmitting, the LAA
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eNB performs Clear Channel Assessment (CCA) using energy detection [16]. LAA is
modified to support scheduled uplink transmission over unlicensed spectrum bands
in Rel-14, also called enhanced LAA (eLAA), as well as switching between downlink
and uplink transmissions within the one channel occupancy, further enhanced LAA

(feLAA).

LWA was approved as an LTE Wireless Local Area Network (WLAN) Radio Level
Integration and Interworking Enhancement in 2015, and was standardized in 3GPP
Release 13 in March 2016. LTE Wi-Fi Aggregation (LWA), like LTE-U and LAA, is
a licensed-anchor based system which allows a mobile device to be configured by the
network so that utilizes its LTE and Wi-Fi links simultaneously. However, for LTE
data transmissions in the unlicensed band, LWA uses Wi-Fi based MAC and Physical
Layer (PHY). LWA design primarily follows LTE DC architecture which follows a UE
to connect to multiple base stations simultaneously. In the user plane, LTE WLAN
are aggregated at the PDCP. Furthermore, in the control plane, eNB is responsible
for LWA activation, de-activation and the decision as to which bearers are offloaded
to the WLAN [17].

MulteFire Release 1.0 specification was developed by the MulteFire Alliance in
2017. It is also LTE-based technology that operates completely in the unlicensed spec-
trum and shared spectrum, including the global 5 GHz bands, and, does not require
an anchor in the licensed spectrum [6]. Based on 3GPP Release 13 and 14, Multe-
Fire technology supports LBT based protocol for channel access for co-existence with
Wi-Fi and other technologies operating in the same spectrum. Moreover, Multefire
extends its mission to support 5G private networks by developing Uni5G™ Technology
Blueprints, based on current 3GPP 5G specifications, that will facilitate industries
to deploy their own 5G private networks in unlicensed, shared, and locally licensed

spectrum.

NR-U was developed by the 3GPP Release 16, a successor to LTE-LAA. Because
5G NR-U is developed based on the features of LAA and it supports global cellular
operations in all available unlicensed spectrum bands. 5G NR-U enables operation
in both Dual Connectivity (DC) mode and Carrier Aggregation (CA) mode. In DC
mode, a User Equipment (UE) is able to exchange data with multiple base stations at

the same time, where one base station is designed as the master base station and the
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others are as secondary base stations. On the other hand, a UE exchanges data with
a single base station through two or more contiguous or non-contiguous component
carriers that could be in-band or out-band along the CA mode. The case of in-band
CA, both primary and secondary carriers are placed within the same band, whereas
for the out-band CA, the carriers can be placed in different spectrum bands. DC
mode improves both throughput and reliability, but it is more complex and expensive
compared to CA mode. On the other hand, CA mode improves the throughput only.
3GPP provides the five different adaptable NR-U deployment scenarios based on DC

or CA which is used to connect with UEs in the unlicensed carriers, as follows:

e Scenario A: Carrier aggregation between licensed band NR Primary Cell (PCell)
and NR-U Secondary Cell (SCell), a UE is supported by a licensed carrier
through a 5G NR cell and an unlicensed carrier through an NR-U cell. Where,
NR-U SCell may have both downlink and uplink, or downlink-only. NR PCell
is connected to 5G Core Network (CN).

e Scenario B: Dual connectivity between licensed band LTE PCell and NR-U
PSCell, a UE is supported by a licensed carrier through a LTE primary cell and
an unlicensed carrier through an NR-U cell. LTE PCell connected to Evolved
Packet Core (EPC) has higher priority than PCell connected to 5G-CN.

e Scenario C: Stand-alone NR-U, A UE is supported primarily by a NR-U cell.
NR-U is connected to 5G-CN. This scenario is suitable for operating private

networks.

e Scenario D: A stand-alone NR cell in unlicensed band, A UE is supported by
a licensed carrier through an NR cell for uplink communication, and by an
unlicensed carrier through an NR-U cell for downlink communications. NR-U
is connected to 5G-CN.

e Scenario E: Dual connectivity between licensed band NR and NR-U, a UE is
supported by a licensed carrier through an NR cell and an unlicensed carrier
through an NR-U cell. PCell is connected to 5G-CN

A critical difference between NR-U and previous 3GPP-based unlicensed RATs is that
NR-U does not require a licensed primary carrier for its operation [18]. Moreover,

the systems differentiate in their timing resolution, number of possible uplink and
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downlink occurrences for a Channel Occupancy Time (COT), as well as their Hybrid
Automatic Repeat Request (HARQ) specifications.

CSMA /CA mechanism: In contrast, Wi-Fi employs OFDM digital modulation
scheme and the DCF as a fundamental access mechanism to the wireless medium,
which is structured to be asynchronous and decentralized. The CSMA /CA mechanism
is used as a channel access method for Wi-Fi systems. Before a transmission, Wi-Fi
has to sense the channel for a fixed period of time Arbitration Inter-Frame Space
(AIFS), (i.e., defer duration), in LAA/NR-U. This procedure is called CCA. Figure
2.1 illustrates the CSMA /CA procedure. Only if the channel is available for DCF

Interframe Space (DIFS) duration, the node able to start transmission.

la Overhead [ Data ] _Overhead J
4 .« Contention
" DIFS ki DIFS window Data Acknowledgement
PIFS
i SIFS
Medum | SIFS 3%"*”” pHy | MAC I mspu | Fes PHY | ACK
busy | indow header
Time
Defer Access ~ — Slot time MPDU

Figure 2.1: CSMA /CA protocol

Furthermore, prior to a new transmission immediately after a successful trans-
mission, the node has to postpone its transmission for DIFS with the addition of a
random backoff time. The back-off slots indicate how many idle time slots a node
has to sense before a transmission. The number of the timeslots is determined by the
backoff counter that is randomly chosen from a uniform distribution over the interval
[0,CW — 1]. When the transmission is not successful an Acknowledgment (ACK)
signal is not received. Then the node arranges a retransmission after a new expo-
nential backoff period until the maximum number of retransmissions is achieved. At
each unsuccessful transmission, CW is doubled, up to a maximum value of contention
window CW,00 = 2"CWinin-

Carrier Sense (CS) and Energy Detection (ED) functions are included in the CCA
procedure. The CS function involves the capability of the receiver to detect and

decode a received Wi-Fi preamble. On the other hand, when the receiver is not able
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to decode the received signal, ED function is employed. The threshold of CS and ED
is -82 and -62 dBm for 20 M H z bandwidth respectively, as specified by the standards

[19].

LBT-based channel access mechanism: In particular, LTE transmits accord-
ing to predefined schedules, whereas Wi-Fi is governed by a CSMA protocol, by which
stations transmit only when sensing the channel idle. Due to these fundamental dif-
ferences between the two access systems, of which LTE is more aggressive, i.e., LTE
unlicensed will create harmful interference to Wi-Fi [10].

To address this issue, a coexistence mechanism is required to manage the interfer-
ence between two different technologies. To this end, a number of coexistence mech-
anisms including LBT, CSAT and ABS have been developed into the same channel-
sharing methods in unlicensed bands, for legacy (LAA and LTE-U) of eNR. Above
all, LBT is the most popular coexistence mechanism [20]. The markets including
Europe, Japan, and India that require regulation in the unlicensed spectrum need
more robust equipment to periodically check for the presence of other occupants in

the channel (listen) before transmitting (talk) on millisecond scale.

1 Frame: 10msec

0 1 2 3 e 9
AR T TR = ] ]
1 1Sub-Frame |  Transmitted subframes | !
! imsec {defined by MCOT) i ;
Busy 1 > Channel is released Busy
channe| by LAA channel
Failed Failed

LBT
Successful B

LET components

Figure 2.2: The basic LBT-based channel access mechanism

The main principle of LBT (as represented by the blue color, in figure 2.2) is

defined as follows:

e A transmitter before starting a transmission, first waits for the channel to be

idle for 16mms.
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e The device performs CCA after each of the ‘m’ required observation slots.

e For the back off-stage, the device selects a random integer N in 0, ..., CW, where

CW is the contention window.

e CCA is performed for each observation slot and results either in decrementing
N by 1 or freezing the backoff procedure. Once N reaches 0, a transmission may

commence.

e The length of the transmission is upper bounded by the Maximum Channel
Occupancy Time (MCOT) up to 10ms.

e If the transmission is successful, the responding device may send an immediate
acknowledgement (without a CCA) and reset CW to CW,,;,. If the transmission
fails, the CW value is doubled (up to CW,,.,) before the next retransmission

[21].

Two types of LBT mechanisms are employed in LTE-LAA mandated by European
Telecommunications Standards Institute (ETSI). One is Frame Based Equipment
(FBE) (figure 2.3) and other Load based Equipment (LBE) (figure 2.4).

FBE-Based LBT Mechanism: In this mechanism, equipment are permitted
to perform CCA to sense if the channel is idle, and this is settled for every fixed
frame period. When the current operating channel becomes idle, the equipment
immediately can transmit for a duration equivalent to the channel occupancy time
(COT) |22]. Where, unlicensed equipment contends for the channel beginning only at
synchronized frame boundaries. Furthermore, if the operating channel becomes busy
(i.e., occupied by other users), the equipment is unable to transmit for the next fixed
frame period on that channel. The transmission time is fixed and it varies between
minimum 1ms and maximum 10ms. Therefore, if the equipment has an opportunity
of channel access, it occupies it for a fixed time period, COT specified by the operator,
and then waits for a period equal to 5% of COT, for the next transmission. The FBE-
based LBT mechanism is simple for the design of reservation signals and requires less

standardization.
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Idle Period
(220us) (26%COT)

Data transmission Data transmission
CCA (COT) CCA (COT)

Fixed Frame Period
(1 and 10ms)

Figure 2.3: FBE-Based LBT Mechanism

LBE-Based LBT Mechanism: It is another channel access mechanism based
on LBT, in this method, the equipment is required to specify whether the channel
is free or not. Unlike FBE, LBE is based on the demand and not dependent on
a fixed frame period. In the case where the unlicensed equipment detects a free
operating channel, it will immediately start transmission. If there is no free channel,
an Extended Clear Channel Assessment (ECCA) is performed, where the channel is
detected for a period of random factor N multiplied by the CCA time slot. N is the

amount of free slots so that a total idle period should be observed before transmission.

ECCA (N=4)
Data transmission slglslslsls Data transmission
(COT) 8|3|o]a|a|8 (COT)

Successful ECCA
Failed ECCA

Figure 2.4: LBE-Based LBT Mechanism

Its value is selected randomly from 1 to ¢, where q contains a value between 4
and 32. The counter will decrease by one when a CCA slot is idle. Once the counter
reaches zero, the equipment is able to start transmission. Moreover, the maximum
channel occupancy time is determined by (13/32) x ¢ms. Therefore, the maximum
channel occupancy time is 13 [ms] when ¢ equals to 32 which is the best coexistence

parameter [23].

Channel access categories: To facilitate LTE-LAA and NR-U operation over
unlicensed bands, four LBT Categories (CATs) have been defined:
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e CAT1-LBT: An NR-U device accesses the channel directly without performing
LBT.

o CAT2-LBT: An NR-U device senses the channel for a fixed time duration, T’;zeq-

If the channel remains idle during this period, the device can access the channel.

e CAT3-LBT: An NR-U device backs off for a random period of time before ac-
cessing the channel. This random period is sampled from a fixed-size contention

window.

e CAT4-LBT: An NR-U device backs off for a random period of time before
accessing the channel, similar to the CSMA/CA procedure with exponential
backoft.

The base station can perform CAT2-LBT procedure before sending critical messages,
e.g DRS, which are crucial for initial access and network detection. The DRS frame
contains basic information for supporting initial access in unlicensed bands, i.e., Syn-
chronization Signal Block (SSB), in the 5G NR system. The SSB contains the Physical
Broadcast Channel (PDCH) and synchronization signals, i.e., Primary Synchroniza-
tion Signal (PSS) and Secondary Synchronization Signal (SSS). The CAT4-LBT is
investigated as the main procedure for the channel access in unlicensed spectrum
bands. [3].

Channel Access Priority Classes: For LAA operation, 3GPP adopts the
CAT4-LBT scheme, which is similar to EDCA but considers different parameters for
accessing the unlicensed spectrum. LAA defines four priority classes. The deferment
period Ty in LAA is equivalent to AIF'S in Wi-Fi. The airtime in LAA is referred to
as COT, and the maximum COT (MCOT) for different priority classes. During the
MCOT period, the SBS sends an OFDMA frame, where it schedules resource blocks
(distributed across time and frequency) to user equipment. In LAA, SBS infers the
failure of transmission by monitoring the HARQ-ACK feedback messages sent by UEs
over the licensed channel. LAA supports smaller AIFS values and hence LAA devices
are expected to capture channels faster than those with Wi-Fi, resulting in an unfair
situation. During a COT, multiple DL and UL occasions can be initiated in which
UEs are assigned to different resources that are distributed in time, frequency, and
spatial domains. The CAT2-LBT is required if the time to switch between DL and
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UL exceeds a certain limit, i.e., 16 microseconds [3].

Furthermore, when different technologies share the same band in heterogeneous net-
works, especially in densely deployment scenarios, there is a significant interference
that reduces the system performance including user’s throughput. To address this
problem, a central controller is introduced to manage both APs and eNBs in a cen-

tralized manner in order to improve system performance.

2.2 Spectrum sharing between Wi-Fi and cellular without
ML

The several survey and tutorial papers [6], [9], [24], [18] analyzed overall issues
which are related to spectrum sharing and the coexistence of Wi-Fi and LTE-U/NR-
U technologies from different aspects. For example, [10] systematically explores the
design of efficient spectrum sharing mechanisms for inter-technology coexistence in
a system level approach, by considering the technical and non-technical aspects in
different layers.

Using this framework, they present a literature review on intertechnology coexis-
tence with a focus on wireless technologies with equal spectrum access rights, i.e.,
primary /primary, secondary/secondary, and technologies operating in a spectrum
commons. Moreover, the possible spectrum sharing design solutions and performance
evaluation approaches useful for future coexistence cases are identified in this work.

Furthermore, [1] provides a comprehensive survey on full spectrum sharing in
cognitive radio networks including the new spectrum utilization, spectrum sensing,
spectrum allocation, spectrum access, and spectrum hand-off towards 5G. In addi-
tion, they present a comprehensive taxonomy of spectrum sharing in Cognitive Radio
(CR) networks from the perspective of Wider-Coverage, Massive-Capacity, Massive-
Connectivity, and Low-Latency four application scenarios. Particularly, the key en-
abling technologies that may be closely related to the study of 5G in the near future
are summarized in terms of full-duplex spectrum sensing, spectrum-database based
spectrum sensing, auction based spectrum allocation, carrier aggregation based spec-
trum access.

[6] addresses coexistence issues between a number of important wireless technolo-

gies such as LTE/Wi-Fi as well as radar operating in the 5GHz bands, with a particu-
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lar focus on four coexistence scenarios. Also, the research provides brief descriptions of
wireless technologies such as Wi-Fi, LTE, radar, and Dedicated Short-Range Commu-
nications (DSRC) operating in the 5 GHz bands. |9] investigates coexistence-related
features of Wi-Fi and LTE-LAA technologies, such as LTE carrier aggregation with
the unlicensed band, LTE and Wi-Fi MAC protocols comparison, coexistence chal-
lenges and enablers, the performance difference between LTE-LAA and Wi-Fi, as well
as co-channel interference. Focusing on those important issues, this paper surveys the
coexistence of LTE-LAA and Wi-Fi on 5 GHz with corresponding deployment sce-
narios, and introduces a scenario-oriented decision-making method for coexistence.
[20] investigates genetic algorithm based channel assignment and access system se-
lection methods in densely deployed LTE/Wi-Fi integrated networks to improve the
user throughput and fairness issue. Authors evaluate their results by comparing with
traditional channel assignment methods by simulation experiments. Their proposed
method enhances both the average user throughput and the fairness of user through-
puts compared with conventional static channel assignment methods. [21] evaluates
the impact of LAA under its various QoS settings on Wi-Fi performance in an ex-
perimental testbed. Especially, they considered several issues such as, clarifying LBT
rules, including a description of the changes introduced in the latest ETSI and 3GPP
standards and methods for ensuring QoS, evaluating the impact of LAA under its
various QoS settings on Wi-Fi performance in a standardized experimental testbed
as well as identifying research challenges for 3GPP technologies in unlicensed bands.

Various methods proposed in [25] to adapt the transmission and waiting times
for LAA based on the activity statistics of the existing WiFi network which is ex-
ploited to tune the boundaries of the CW. Moreover, a dynamic method is proposed
to adapt the TxOP times for LAA based on the HARQ feedback. The methods are
evaluated using the ns-3 network simulator based on the 3GPP fairness definition.
The results show that selecting fixed waiting times for LAA based on the existing
Wi-Fi activities is more friendly to the existing Wi-Fi and provides better total ag-
gregated throughputs for both coexisting networks compared to the 3GPP Cat 4 LBT
algorithm. Furthermore, the proposed dynamic TXOP method is more friendly to
the existing Wi-Fi and provides better total aggregated throughputs compared to the
fixed TxOP period approach of the 3GPP Cat 4 LBT scheme. [14] provide the LTE
and Wi-Fi behavior when sharing the same spectrum while operating under a broad

range of network conditions. Specifically, they deploy a test bed with commodity Wi-
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Fi hardware and low-cost software-defined radio equipment running an open-source
LTE stack. The user-level performance attainable over LTE/Wi-Fi technologies is
investigated when employing different settings, including LTE duty cycling patterns,
Wi-Fi offered loads, transmit power levels, modulation and coding schemes (MCS),
and packet sizes. The obtained results demonstrate that duty cycling patterns are
key to the throughput performance attainable by Wi-Fi, but also impact on the jitter
performance important to real-time applications, under homogeneous power settings
LTE can lock out Wi-Fi transmissions, if not alternating silent/active periods, as
transmit power is increased, Wi-Fi load negatively impacts on LTE throughput, no
single LTE transmission strategy ensures Wi-Fi performance is maximized when op-
erating with different MCSs and packet sizes, and Wi-Fi contention levels do not
affect LTE performance. Their results show that optimizing the performance of both
technologies requires not-easy tuning of several parameters while closely monitoring
Wi-Fi operation and application-specific requirements.

The interference impact of LAA-LTE on Wi-Fi is studied in [5] under various
network conditions using experimental analysis in an indoor environment. In this
paper propose the problems that are likely to arise due to the coexistence of LAA-
LTE and Wi-Fi in indoor environments using experimental evaluation. The critical
PHY layer parameters and design are investigated in five experiments that explore

how LAA-LTE interference impacts Wi-Fi performance, as follows.

e Wi-Fi throughput can be heavily degraded by LAA-LTE transmissions with 3/
5/ 10MHz bandwidth (especially 3/5MHz)

e LAA-LTE transmissions can have a small impact on Wi-Fi throughput when
using a 1.4 MHz channel with center frequencies located on the guard bands or

the center frequencies of Wi-Fi channels.

e LAA-LTE transmissions with 1.4/3/5MHz bandwidth can trigger Wi-Fi CS/CCA

and thus heavily impact Wi-Fi performance.

e Wi-Fi with MIMO can perform worse than Wi-Fi without MIMO when LAA-

LTE interference is strong.

e Increasing distance between LAA-LTE and Wi-Fi links does not necessarily

decrease the impact of interference in the indoor environment. On the other
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hand, blocking Line Of Sight (LOS) between LAA-LTE and Wi-Fi links can

effectively help decrease the impact of interference.

Based on these experimental results, the design of the MAC protocol can be guided.
[7] presents a coexistence study of LTE-U and Wi-Fi in the 5.8GHz unlicensed spec-
trum based on the experimental testing platform which is deployed to model the
realistic environment. Analytical models are established in several studies [26]-[27] to
evaluate the downlink performance of coexisting LAA and Wi-Fi networks by using
the Markov chain. Particularly, [22] establishes a theoretical framework based on
Markov chain models to calculate the downlink throughput performance of LAA and
Wi-Fi systems in different coexistence scenarios.

In recent years, the coexistence between Wi-Fi and LTE systems has been suffi-
ciently studied for the 5GHz unlicensed band. NR-U is a successor to 3GPP’s Release
13/14 LTE-LAA [18]. Therefore, initially, NR-U is expected to coexist with Wi-Fi
and LTE-LAA technologies in the 5GHz unlicensed spectrum band. |[28| proposes
a fully blank subframe based coexistence mechanism and derives optimal air time
allocations to cellular/TEEE 802.11 nodes in terms of blank subframes for 5G NR-U
operating in both the licensed and unlicensed mmW spectra for in-building small cells.
Furthermore, [29] presents a system level evaluation of NR-U and Wi-Fi coexistence
in the 60GHz unlicensed spectrum bands based on a competition based deployment
scenario. All studies come to the same conclusion, namely that coexistence mecha-

nisms are required to enable coexistence between co-located LTE and Wi-Fi networks

[30].

2.3 Spectrum sharing between Wi-Fi and cellular with ML

So far, a large number of studies are addressed the coexistence between cellular
and Wi-Fi technologies without ML. During the last few years, ML and DL based
methods [12], [13], [31], [32] are proposed for the communication system problem,
especially for RRAM optimization problems such as channel and spectrum allocation
and spectrum access, etc. RRAM plays a pivotal role during infrastructure planning,
implementation, and resource optimization of modern wireless networks. Efficient
RRAM solutions will provide enhanced network connectivity, improved system effi-

ciency, and reduced energy consumption [12]. Particularly, [13] proposes a DRL based
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channel allocation scheme that enables the efficient use of experience in densely de-

ployed wireless local area networks.

The existing works for the CSAT mechanism in LTE-U/Wi-Fi heterogeneous net-
works mostly focus on the power control, hidden node, and the number of coexisting
Wi-Fi APs [32] for optimizing the ON/OFF duty cycle based on the ML. method. On
the other hand, hidden nodes and the number of coexisting Wi-Fi APs metrics are
not so important for the LAA LBT based coexistence scenarios. Because the LAA
LBT access technique is similar to CSMA /CA of Wi-Fi, i.e., the eNB must sense the

availability of the medium before transmission.

Moreover, [13] proposes an adaptive LTE LBT scheme based on the Q-learning
technique that is used for autonomous selection of the appropriate combinations of
TXOP and muting period that can provide coexistence between co-located mLTE-U
and Wi-Fi networks. Also, [33] addresses the selection of the appropriate mLTE-U
configuration method based on a CNN that is trained to perform the identification
of LTE and Wi-Fi transmissions. In wireless resource allocation, high-quality labeled
data are difficult to generate due to, e.g., inherent problem hardness and computa-
tional resource constraints |1 1]. Therefore, generating the dataset is one of the most

important issues in the LAA /Wi-Fi coexistence scenario for training DRL models.

[31] addresses a dynamic multichannel access problems based on DQN, where
multiple correlated channels track an unknown joint Markov model. A user at each
time slot determines a channel to transmit data and receives a reward based on the
success or failure of the transmission to maximize cumulative rewards. Moreover, they
provide an analytical study on the optimal policy for fixed-pattern channel switching
with known system dynamics and show through simulations that DQN can achieve
the same optimal performance without knowing the system statistics. Although there
is sufficient work without using ML on the coexistence of LTE and Wi-Fi technologies
in unlicensed spectrum band, ML and DL methods, particularly DRL based efficient
channel allocation method for the densely deployed heterogeneous networks are still
lacking. Moreover, there are no benchmark datasets available in densely deployed

heterogeneous wireless networks for training and comparison of the ML models.

In [35], a multi-agent DQN-based model that jointly tackles the dynamic channel
selection and interference management in SBSs cellular networks that share a set of

unlicensed channels in LTE networks. In the proposed scheme, the SBSs are the
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agents who choose one of the available channels for transmitting packets in each time
slot. The agent’s action is channel access and channel selection probability. The DQL
input includes the channels’ traffic history of both the SBSs and WLAN, while the
output is the agent’s predicted action vectors. Simulation results reveal that their
proposed DQL strategy enhances the average data rate by up to 28% when compared
to the conventional Q-learning scheme.

In [36], a single-agent DQN-based model is proposed to tackle the dynamic spec-
trum allocation for multiple users that share a set of K channels in the same network.

[37] address a single-agent prediction Deep Deterministic Policy Gradient (DDPG)
based DRL algorithm to examine the problem of the dynamic Multi Channel Access
(MCA) for the hybrid LTE-WLAN aggregation in dynamic HetNets. The agent is the
central BS controller, whose state space is continuous, consisting of both the channels’
service rates and the users’ requirement rates. The action space, on the other hand,
is discrete, representing the users’ index. Two reward functions are provided; online
traffic real reward and online traffic prediction reward, each of which are functions
of users’ requirements, channels’ supplies, degree of system fluctuation, the relative
resource utilization, and the quality of user experience. Using simulation results, the
authors demonstrate the efficiency of the proposed prediction-DDPG model in solving
the dynamic MCA problem compared to conventional methods.

[33] consider the joint allocation of the spectrum, computing, and storing resources
in Multi-access Edge Computing (MEC) based vehicular networks. In particular, the
authors propose multi-agent DDPG-based DRL algorithms to address the problem in
a hierarchical fashion considering a network composed of Macro eNodeB (MeNB) and
Wi-Fi APs. The agents are the controller installed at MEC servers. The agents’ action
space is discrete including the spectrum slicing ratio set, spectrum allocation fraction
sets for the MeNB and for each Wi-Fi AP, computing resource allocation fraction, and
storing resource allocation fraction. The state space is discrete, representing informa-
tion of the vehicles within the coverage area of the MEC server, including vehicles’
number, x-y coordinates, moving state, position, and task information. The reward
function is discrete, defined in terms of the delay requirement, and requested storing
resources required to guarantee the QoS demands of an offloaded task. Provided ex-
perimental results reveal that their proposed schemes achieve high QoS satisfaction
ratios compared with the random assignment techniques.

[30] propose a single-agent DQN algorithm based on Monte Carlo Tree Search
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(MCTS) to address the problem of dynamic spectrum sharing between 4G LTE and
5G NR systems. In particular, they used the MuZero algorithm to enable a proactive
BW split between 4G LTE and 5G NR.
The agent is a controller located at the network core, whose action space is discrete,
corresponding to a horizontal line splitting the BW to both 4G LTE and 5G NR. The

state space is discrete, defined by five elements, including an indicator if the user is

an NR user or not, the number of bits in the user’s buffer, an indicator of whether the

user is configured with Multimedia Broadcast Single Frequency Network (MBSFN)

or not, the number of bits that can be transmitted for the user in a given subframe,

and the number of bits that will arrive for each user in the upcoming subframes.

Table 2.1: Summary of the RRAM of communication systems with ML

Learning
Ref. Issues addressed algo- Netw.ork type/
. Environment
rithm
Our : : cellular/Wi-Fi
work Efficient channel assignment DDQN wireloss HetNets
[27] Appropriate mLTE-U configuration | CNN LTE/Wi-Fi HetNets
[32] Dynamic spectrum allocation DQN Small BSs cellular
[33] Dynamic multi-channel access DDPG LTE-WLAN HetNets
134] Joint allocation (_)f spectrum, DDPC MEC-based V2X
computing
) . 4G LTE and 5G NR
[35] Dynamic spectrum sharing DQN systems
11,24 Spectrum sensing, spectrum Q—llgé(g;lng, Cellular, Satellite,
... | allocation, and spectrum access, ! HomeNets and Emerging
25,26] . DDQN,
and channel allocation A3C networks

The reward function is a continuous function explained as a summation of the

exponential of the delayed packet per user. Experimental results indicate that their

proposed method provides comparable performance to the state-of-the-art optimal

solutions. Most of the DRL based works address the problems (as mentioned above)
of RRAM in cellular, satellite, HomNets and Internet of Things (IoT) systems instead
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of heterogeneous networks based on Q-learning, DQN, DDQN and Asynchronous
Advantage Actor Critic (A3C) algorithms.

However [30]-[36] address the problem of heterogeneous wireless networks, such
as joint optimization of bandwidth, interference management, dynamic spectrum al-
location and sharing as well as power level to improve average data rate based on
DRL but they have not to focus on channel optimization and generating datasets in

densely deployed scenarios. Table 2.1 summarizes these works.
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Chapter 3

Proposed Method

3.1 System model

We assume an environment |

multiple small areas with a triangle shape as shown in figure 3.1.

| that has a rectangular shape and consists of

i
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Figure 3.1: Assumed environment

In this assumed environment, Wi-Fi APs are deployed randomly, and LTE BSs
are deployed so that their coverage area is not overlapped with other BSs. Moreover,
Wi-Fi APs cannot avoid channel interference, and LTE BSs cause interference to Wi-

Fi APs since LTE BSs also use unlicensed bands. The whole coverage area can be
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served by one or more Wi-Fi APs, and a user can connect to the AP wherever. Each
small area is covered by one or more APs. The LAA BS and Wi-Fi AP coverage area
was hexagonal (represented in red, blue and green colors) and covered the same 54
triangle shapes. In this assumed environment, there are two types of users considered;
Wi-Fi only users and LTE/Wi-Fi combined users. Note that Wi-Fi only users can
use the Wi-Fi network only. The other can support the transmission and reception of
both LTE and Wi-Fi traffic. Both users arrived per minimum area with an arrival rate
A following the Poisson arrival process. These users can be covered by one or more
coverage areas of AP/BS. But at the moment of time, an user is available to connect
to only one AP or BS. They had communications with a mean of 300 [s| following the
exponential distribution and never moved until finishing their communication and the
arrival ratio of each user was the same. A saturated traffic model is applied where all
nodes always have packets to transmit. As a typical scenario, we assume LAA is a
cellular system in the 5GHz unlicensed spectrum band with Cat 4 LBT as a channel
sharing scheme. Here, system throughput is calculated in the case that multiple eNBs
and APs share the same channel by the LBT coexistence mechanism.

Channel Access Probability with Cat 4 LBT LAA. With Cat 4 LBT

scheme, if there is a new transmission buffered at an idle LAA eNB, it executes
CCA to detect the availability of an unlicensed carrier. If the channel is detected
to be free, the LAA eNB can transmit immediately. If CCA become unsuccessful,
LAA-LBT launches extended-CCA (ECCA) stage 0, with CW of 16. The ECCA
stage increments by one, and the CW size doubles (until the maximum ECCA stage
of 6 and the maximum CW size of 1024, respectively) every time an unsuccessful
transmission happens. If a packet transmission of an eNB become unseccessful, when
reaching the maximum ECCA stage, the ECCA stage and CW size will reset to their
initial values.
The counter value is an integer randomly selected from the CW size of ECCA stage
m(0,CW,, — 1). The counter is decremented by one if the channel is idle for a time
slot, and freezes when the channel becomes busy. The eNB starts transmission when
the counter reaches zero. The eNB enters an idle state after a successful transmission.
The state of an LAA eNB is demonstrated by a stochastic process (s(t), z(t)), where
(-1, 0) indicates the state after a successful CCA for this Cat 4 LBT LAA mechanism.
Moreover, s(t) € (0,1...m — 1,m) indicates the ECCA stage, z(¢) means the counter
value and CWy) = CWpnin2°® means the CW size in stage s(t).
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Under unified transmission failure probability ps, the channel busy probability p,
and packet arrival rate ¢, the Cat 4 LBT mechanism is modeled as a Markov chain
according to [20], and the capacity of the LAA /Wi-Fi heterogeneous networks is cal-
culated by (Egs 1 to 3). Where authors considered the same carrier sense threshold
for both Wi-Fi and LAA, a free-space propagation channel, and that all the nodes
in the coexistence scenario can detect the other nodes’ signal above the carrier sense
threshold.

System performance. The system throughput can be calculated as follows [26].

(3.1)

Sw and S, represent the system throughput when LAA and Wi-Fi share the same
channel by LBT, respectively.

PYE(Py)
(1—P)6 + PVTW 4 PLTL 4 PWTW 4 PLTL  PWLmax(TVW TL)

S = (3.2)

PIE(P)

S, = _ _ _ _ _
YT (1= P)d + PWTW + PLTL + PWTW + PLTL 4 PWLpaq(TW TL)

(3.3)

Furthermore, the throughputs are calculated not only when LTE and Wi-Fi share
the channel but also when Wi-Fis share the same channel. Sy is the system through-

put when Wi-Fi APs share the same channel.

PV E(Py)
(1= PB)d 4+ PYTW 4+ PWTW

Sy = (3.4)

Let W and L denote the Wi-Fi and LAA respectively. Considered parameters for
calculating system throughput are listed in table 3.1.

_ H+E(P) ACK

™ +8+SIFS+——+ DIFS+$ (3.5)
RW RW

™ = H+ B(P) +8+ DIFS + ACK +DIFS+§ (3.6)
Rw Rw

TE TE are defined as follows:
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Table 3.1: Relevant parameters for system throughput.

EIT]

PV, pL

PW PL PV
™V TE

™. TE

average packet size

average length of a time slot
successful transmission probability
collision probability

average time that the channel is occupied due to a successful
transmission

average time that the channel is busy due to collision
channel busy probability

time slot

MAC and PHY header size

acknowledge frame size

bit rates

capacity of Wi-Fi AP and LTE BS

number of users connected to AP or BS

T

When ny Wi-Fi APs and n;, LTE BSs are mixed, the system throughput is
calculated by Eqs (3.2) and (3.3). Consequently, the capacity per AP or BS are

defined as follows,

Consequently, a Wi-Fi user and a LTE+Wi-Fi user can obtain throughput as follows,

H+ E(P ACK
T;ﬁ/:+—<)+5+ ¢ + DIFS +9 (3.7)
RL RL
H+ E(P ACK
L_ 1+ ()+5+D[FS+ ¢ + DIFS +6 (3.8)

RL RL

Cop = W (3.9)
nw

o S
nr

Ciyr
—Wa [ Mbps], (3.11)

UWT/L
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Cr, [Mbps] (3.12)

U,L%

respectively. Moreover, no retry limit is considered, i.e. all the packets are ulti-

mately successfully transmitted [26].

3.2 Structure of DRL based channel assignment

In this section, we propose an efficient channel assignment method for each Wi-Fi
AP and cellular eNB in unlicensed bands with DQN based DRL scheme. In this work,
the aim of RL is to improve the decision making ability of the central controller in
wireless heterogeneous systems in the process of channel allocation so as to improve
user throughput and resource utilization. Where a complex environment structure is
proposed as a training environment including densely deployed APs and eNBs.

We considered that eNBs are established in an environment where APs are already
densely deployed. In particular, many Wi-Fi APs are deployed uncoordinatedly and
contend to employ spectrum resources, so that the users’ obtained throughputs are
degraded seriously. To overcome that, Wi-Fi APs should be managed coordinately
and eNBs should have cooperated with them. It will improve the efficiency of spec-
trum usage and the quality of communication for users. For that, the agent (broker)
is introduced to manage both APs and eNBs in a centralized way. Here, the state of
the assumed environment is always changed due to the variation of the user’s arrival
and their location area information as well as the channel state in the episode. On the
other hand, the learnable parameters of the agent are changing across all the episodes
i.e., the agent is learning suitable actions that fit the observation state each time step.
In this situation, implementing channel assignments optimally for each AP and eNB
is challenging.

Therefore, we propose DRL for channel assignment to improve the user’s through-
put compared with other conventional methods. In brief, the optimal channel assign-
ment provides maximum throughput for each user since it reduces channel interference
and improves the capacity. Therefore in our proposed method, when training the de-
signed DQN agent, all possible channel assignment patterns are learned by the agent

for all the explored observation states of the environment.
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Finally, a trained agent will be able to find an efficient channel assignment for the

expected AP /eNB of the assumed environment in a short term.

The Markov Decision Process. Firstly the designed channel allocation problems
are converted into the MDP framework in order to apply the DRL method [12]. It
provides a mathematical framework for modeling decision-making problems whose
outcome is random and controlled by an agent. For studying optimization problems,
MDPs are useful that can be solved by dynamic programming and reinforcement
learning techniques. In a reinforcement learning procedure, an agent can learn its
optimal policy via interaction with its environment by trial and error to maximize
the long-term reward. In particular, the agent first observes its current state, then
takes an action, and receives its immediate reward together with its new state [23].
The MDP is typically represented mathematically by the tuple (S, A, p, R). In general,
the aim of MDP is to define a policy to maximize the agent’s the cumulative reward
1 = max,R from the environment. Therefore, we model the channel assignment
problem for the proposed environment, as illustrated in figure 3.2, as an MDP with
a state space S, action space A, transition probability p(S;1|Si, A¢), and reward
function R;(S;, A;), where the agent is a central controller that serves as the decision

maker of the corresponding action-value function.

Agent
Central controlier
Action A
(Channel assigrmeri)
State S Reward R
(AP/BS's ID (Average
Numbear of users, throughput)
Users' LociD,
channe! state) |
I_ Hll'l
'
_L S
I
I
I

Figure 3.2: Interaction process between an agent and the environment

This action-value function represents the expected return after taking an action
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Ay in state S;. This function is essential as they illustrate the relationship between the
MDP mathematical formulation and the DRL formulation [12|. A; time ¢, the agent
observes a state S; from the state space S. The state space should contain useful and
effective information about the wireless heterogeneous network environment. Then,
the agent selects action A; from the action space A, such as the channel allocation.
The selected action must provide the desired result, such as average throughput max-
imization. Then the state S; moves to a new state S;.; with a transition probability
p, and the agent receives a feedback numerical reward R; which evaluates the quality
of the taken action.

This interaction, i.e., (S, As, Rt, Si+1), between the agent and the wireless envi-
ronment repeatedly continues, and the agent will utilize the received instantaneous
reward to adjust its strategy until it learns the optimal policy 7*. The agent’s policy 7
defines the mapping from states to the corresponding actions S < A, i.e., A; = w(5y).
DRL algorithms to handle MDP problems belong to two major groups of approaches;

which are the value-based and the policy-based methods. as shown in table 3.2.

Table 3.2: DRL algorithms used in RRAM

Family Algorithm Action space Policy type
Q-Learning Discrete (discrete state space)
DQN Discret
Value based Q erete Oft

Dueling DQN | Discrete
Double DQN | Discrete

Reinforce Discrete and continuous On
Policy based | A2C-A3C Discrete and continuous On
DDPG Continuous off

Value-Based Algorithms. This group of approaches is applied to evaluate
the value function of the agent. This value function is then utilized to implicitly and
greedily obtain the optimal policy. There are two types of value functions, such as the
value function and the state-action function. Both define the expected, accumulated,
discounted rewards received when taking action A; in state S; for the value function.
If not at pair (S;, A;) for the state-action function and then following the policy =

thereafter.
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These functions are very important as they describe the connection between the

mathematical formulation of MDP and the DRL formulation, which are specified as

follows [23].
Vi(s)=FE ZVtTt(St,at, ser1)|ar ~ 7(.|s¢), so = 8] (3.13)
t=0
Q"(s,a) =E ZVtTt(St,ata Ser1)|ar ~ 7(.|st), so = 5, a0 = a] (3.14)
t=0

The optimal value function V*(S) and state-action function Q(S, A) is approximated

by the Bellman’s optimality equations, as follows,

V*(s) = mawq, [1¢(s¢, ar) + vE V™ (5141)] (3.15)

Q*(s,a) = ry(se, ) + vEr [maza,,, Q" (se11, arr1)] (3.16)

The main purpose of MDP is to acquire the optimal policy 7* i.e., mapping states to
optimum actions with the highest reward. Thus, the best action could be found to
be the ones that maximize the above value functions, and the optimal policy will be
the one that maximizes these values functions [12], [23]. Specifically, the Q-function
is Q™(S, A) is utilized for finding the optimal policy, 7 = argmazQ™ (s;,a;). The

foremost aim of the value based DRL algorithm is to approximate this function.

Q-Learning method. In RL, Q-learning is one of the most common algorithms
to manage MDPs. It obtains the optimal values of the Q-function iteratively utilizing

the updating rule of the Bellman equation, as follows,

Q(st,ar) = Q(s¢, ar) + aulre(se, ar)+

(3.17)
+ ’YmaxatHQ(StHa 1) — Q(s¢,a4)]

Where a; t is the learning rate that determines how much the new information
promotes the existing ()-value. The key idea of this Bellman rule requires discovering
the TD between the current Q-value Q(s;, a;) and the expected Q-value,
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(8¢, ar) + ymazq,  Q(Si41, A1) — Q(5¢, ar)

This optimal policy demonstrates that in any state, an agent takes the action that
will ultimately receive the highest cumulative reward. However, the Q-learning algo-
rithms have many constraints when applied to RRAM in modern wireless networks.
First, it is applicable only to issues with low dimensionality of both state and action
spaces, pushing it unscalable. Next, it is applied only to RRAM with discrete state
space and action space, such as channel selection and Radio Access Network (RANS)
assignment. But, there are many real-world applications of reinforcement learning
that require an agent to select actions from continuous spaces. When used for the
problem with continuous action space, such as autonomous controls, and power allo-
cation, the action space must be discretized. Consequently, results will be inaccurate
because of the quantization error.

Deep Q Network. Even though the Q-learning algorithm is based on making a
table for the ) values, it becomes unsuccessful to obtain the optimal policy when the
state space and action space become relatively large. This issue frequently happens
in the RRAM problems of modern wireless systems. To overcome that, the DQN
algorithm was developed, which acquired the advantages of Q-learning and DL ap-
proaches. The key idea is to replace the table in the Q-learning algorithms with a
Deep Neural Network (DNN) that attempts to approximate the @) values. Therefore,
the DNN has also named the function approximator and indicated it as Q(S;, A:|6),
where 6 demonstrates the training parameters (i.e., weights) of the DNN. The replay
memory is demonstrated by D, and it is generally used for interrupting the relation-
ship between the training samples and transitions, i.e., (S, Ay, Ry, Si11), by making
them independently and identically distributed i.i.d. The replay memory stores the
training transitions during the learning process of the policy, that are generated with
the interaction process of the wireless environment. The DQN’s agent will then ran-
domly select minibatch samples of transitions from D to train its DNN. For improving
the stability of the DQN model, the target Q network is used, whose weights will be
periodically updated to track those of the main Q network.
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Since the DQN algorithm is mostly used to learn the optimal policy, i.e., 7* =
argmax@Q™ (S;, A;), the optimal Q-function is obtained from the iterative Bellman

equation, as follows:
Q(s1:ar) = re(se, ar) + ymaza,,, Q(Se41, ar) (3.18)

Then the DQN algorithm is optimized by iteratively updating the training pa-

rameters, 6 of its DNN to minimize the Bellman loss function, as follows;

L<8t) = Estyat,rt73t+1 € D[Tt(sta at)+

(3.19)
+ ymaza, ., Q(Si+1, a]0") — Q(se, ar|0)]?

Where ¢ is the training parameter of the target Q network. The DQN tech-
nique can be utilized for channel allocation, access control, spectrum access, user
association, and RANs assignment efficiently. DQN algorithm can also be used for
RRAM problems with continuous action space, such as power control, by discretizing
the action space. However, such a methodology makes DQN ineffective to critical
quantization errors that may considerably decrease its accuracy. There are also other
constraints in the basic DQN, and different Q-learning algorithms are addressed to

overcome that.

Double DQN. In the DQN algorithm, the overestimation error may appear for
the @ values, which can degrade the training efficiency and lead to suboptimal policies.
The overestimation error results from the positive bias caused by the max operation
utilized in the Bellman equation. In particular, the core reason is that the same
training transitions are used for selecting and evaluating an action. Several methods
were proposed for this problem to use two () value functions, one for selecting the best
actions and the other to evaluate the best actions. The action selection process is still
according to the online weights parameters 6, while the second weights parameters 6’
are used to evaluate the value of this policy. Hence, the worth of the policy is still
estimated based on the current () values, as in conventional Q learning. The weights
parameters  are updated via swapping between 6 and 6’ parameters. Therefore, the

target () values are produced from the modified Bellman equations, as follows:
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Q(Sty Clt) = T’t(St, Clt) + ’YQ(StHa argmaxatHQ(stH, at‘et)v 92) (320)

and the Double DQN algorithm applies the modified Bellman loss function to

update its weights, as follows;

L<9t) = ESt,atJt,StH € D[rt(sh a’t>+

(3.21)
+7Q(5t41, argmaZa, Q(S¢41, ae|0;), 92) — Q(s4, at|9t)]2

The Double DQN algorithm is also broadly used in RRAM problems, due to its
advantages compared to the basic DQN algorithm.

Problem definition. In our case for the decision-making problem, the agent /broker
controls the channel to maximize the throughput by assigning suitable channels to
each AP and BS in the proposed environment. In other words, the agent maps
the consequence of the action in a particular condition of the environment with the
performed action in order to maximize a numerical reward signal. This mapping be-
tween the actions and rewards is called the policy rules that describe the behavior
of the learning agent [16]. In this environment, a random number of users connect
to AP/BS in different locations for each episode. Moreover, because the broker will
assign channels by avoiding the same channels to adjacent AP/BS is key to the im-
provement of throughput. In this research, we developed a simulator for spectrum
sharing in Wi-Fi/LAA heterogeneous wireless networks based on Java as the testbed
of agents. When training a DDQN agent, the average throughput is obtained from
the simulator for calculating reward i.e., feedback values. In other words, it will act
as a supervisor, whose output will serve as the ground truth for training the DQN.
Furthermore, when training the model, in every possible state of the environment it
is learned by the agent to find optimal channel assignment patterns. Note that the
agent initially has no idea about the environment. The state information is observed
from our developed simulator which acts as a local server, as listed in table 3.3.

On the developed simulator, the simulation period was divided into some time
slots with 300 seconds of constant length. At the end of each time slot, extract
the number of users in each small area, the assigned channel for each AP, and the

throughput of users who had finished their communication during the time slot. This
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Table 3.3: State information (input data of DQN)

AP ID Placeable  Connected Capacity Max ca- User’s loc Ass channel User’s

area of users pacity area ID Through-
AP/NB put
1 115 1 4.333 40 56 3 4.333
2 34 2 13.5 40 111 0 6.75
3 46 0 2.5 40 103 3 0
4 100 4 13.5 40 84 2 3.375
5 82 3 11 75 107 1 3.666
107 55 2 11 75 26 0 5.5

information is used for the training DDQN agent as input data. This case, state
space is discrete, defined by four elements such as AP /BS index (placeable area ID of
AP/BS), number of users who connected to the AP or BS, their location area index
(small area ID), and assigned channel states. The state information S is preprocessed
(i.e., normalize, filter, etc) before feeding to the DDQN. In other words, we filtered
the state information to decrease duplication of the training data for input of DDQN,
which can impact generalization performance. Since fixed information such as AP ID,
AP location ID, maximum capacity, etc tend to be frequently detected in the DRL

based channel allocation problems, these duplications must be avoided.

3.3 Training DDQN agent

We propose a single-agent DDQN based DRL scheme to address the problem
of efficient channel assignment in wireless heterogeneous networks. We can choose
the most appropriate DRL algorithm depending on the dimensionality of the RRAM
problem, that fits the problem settings. For example, RRAM problems could have dis-
crete action space, such as channel allocation, channel access, and RAN assignment,
etc. Therefore, we selected a value-based DDQN algorithm because of the discrete
action space. DDQN is a DQN based method to avoid overestimations by employing

two different networks, i.e., @y and Qg , where 6’ is the training parameter set of a
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target Q network, which is duplicated from the training Q network parameters set
(Qp periodically and fixed for a couple of updates. The problem of overestimation is
that the agent always chooses the non-optimal action in any given state because it
has the maximum @ value. When such a problem occurs, the noises from estimated
@ value will cause large positive biases in the updating procedure. As a consequence,
the learning process will be very complicated and messy.

Action. Action space is discrete, defined as the set of possible channels, 4, € A =
{0,1,2,3}. Generally from these actions, optimal channel assignment patterns will
be generated according to the epsilon greedy algorithm with e = 1 random action,
and e = 0 greedy action for each AP and BS in the environment. In short, an optimal
policy is derived from the optimal values (i.e., highest throughput) by selecting the
highest valued action in each episode. In this work, the proposed DRL-based channel
allocation scheme consists of two main components, such as a local server (environ-
ment) and a local client (DDQN agent). Between the server and client, a state, action,
and reward information is transferred by Transmission Control Protocol (TCP) for
training our expected model. The training procedure of the proposed method is de-
picted in figures 3.3 and 3.4. Note that an action selection in state and a reward
calculation process are implemented in the local server (emulator), as represented in
the blue color in figure 3.3. The other procedures are executed in the local client, i.e.,
training the proposed DDQN agent.

The input of the proposed models is the observed state from the environment
where S;, as indicated in table 3.3 and the appendix C,D. The training data was
extracted from our developed simulator. This dataset comprises AP ID, maximum
capacity for each AP and BS, User’s throughput, AP’s assigned channels, user’s
location ID, and AP/BS’s location ID information. At each time step, the agent
builds its state using accumulated information from the assumed environment.

Then, the agent performs an action according to the epsilon greedy algorithm for
each AP/BS in an episode. Based on this selected action and its effect on the envi-
ronment, a reward function Ry, 1(S;, A) will be calculated, the higher the reward the
higher the probability of choosing this performed action [39]. The output of DDQN

is an expected action for channel allocation to the given AP /BS.
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!
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. (channel assignment)

Figure 3.3: Flowchart of DDQN based channel assignment

The channel assignment procedure, based on DDQN

e First, the channel state (assigned channel) information is configured as zeros for
each AP/BS during the initial episodes. Note that, only one channel state of AP

or BS is changed during each episode. It means that the state information in
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Initialization:
experience replay memory D, state 5, action A, reward R,, experience e,
at time step t and Q@ with random weights

for all training steps do
Initialize and preprocess: state S, for the new episodes

repeat

Select action according to Epsilon Greedy Strategy: random action with £ =1
and greedy action with e=0.01, A, = argmax,(Q(5, A, 8))

Transfer current A, to emulator by TCP protocol, as a local server

Execute action A, in a state S, in emulator
then move to a new state S, ;observe R,

Transfer R, and 5, , to DDQN on local client

Store experience: e, =(5, A, R, 5,.,)in D
Sample mini batch of N transitions e, from [}
Calculate target . value:

if moved state 5, is terminal state

Q;{ = Ra.- end of the current episode

else

Qk = Rk =g muxArEAQ(er' Ar)

; 2
Define loss function: L = [Qk — Q[St. A:D

Update neural network parameters by performing optimization algorithm
Adam w.r.t actual network parameters in order to minimize the loss

Every C steps reset QI =@

until episode terminates (reach a certain number of iterations or when all Q-values have
converged)

end for

Figure 3.4: Pseudo-Algorithm of DDQN for channel assessment

our assumed environment is able to provide p(Syy1]S;, A;) transition probability
(i.e., mapping from states in S to probabilities of selecting each action in A)
as a MDP. Additionally, the ID of AP/BS and their placeable area ID as well
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as maximum capacity are fixed in each AP/BS as listed in table 3.3. Hence
the number of users who are connected to AP or BS and their location area
information as well as assigned channels are assumed as random metrics in this

environment.

We defined the number of time steps for one episode as 107, relative to the
number of AP and BSs deployed in the rectangular area. Where action A,
is assigned according to the epsilon greedy algorithm for each AP/BS in an
episode. Then these actions (assigned channels) are transferred to the simulator,

as a local server by TCP protocol.

On the simulator, the reward value is calculated for assigned actions in the cur-
rent state for an episode. Then this reward R; and next state S;,; information
are transferred to the DDQN agent, as a local client. The differences between
states Sy and Sy, are differentiated by the number of users, their location area

information, and channel state for each time step.

During the learning process of the policy, the training transitions as

er = (St, At, Ry, Si+1) are stored in replay buffer D, that are generated during
the interaction with the wireless environment. The replay memory accumulates
experiences over many episodes of the MDP. When the number of e; is reached

5000 in D, the training process will start.

Then, DDQN updates the parameters 0y and @y as shown in figure 3.3, based
on mini-batches that are constructed according to the defined batch size, as 512
from the replay buffer. The update happens only for one specific state, action
pair and for the DDQN that means the loss is calculated only for one specific
output unit which corresponds to a specific action. The error value of DDQN

is calculated as follows:

Y;DDQN = Ryt +7Qo — (Stg1, argmaz 4Qo(Si41, A)) (3.22)

Finally, perform the optimization according to the Adam algorithm with respect

to actual network parameters in order to minimize this loss.

After performing a certain number of time steps, the target network weights ¢’

are updated periodically every C' step according to the settings of the hyper-
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parameter to current network weights 6. Repeat these steps for M number of

episodes.

Reward. In this work, the reward function is modeled to optimize channel assign-
ment for the assumed environment. Here, we also used a discrete reward function
which provides real reward identical to average throughput, it is obtained from the
assumed environment as an emulator. The process of assigning channels from a given
state S, transitioning to a new state Sy with transition probability p(Syy1, Re|St, A¢) =
PoAS; = Se1, By = RS = Sy, Ay = A}

The channel assignment of the last AP in the environment will lead to the end of
an episode and the average throughput (to calculate the reward) will be reset to a new
value for the new channel assignment trial. Due to the arrival rate, the location of the
user, and the channel state, the target of the agent/broker changes during a channel
assignment trial upon reaching a previously learned target. A DDQN agent learns
these targets by simulating actions, interacting with the environment, and incurring
rewards. Therefore, being able to explore new targets in an adaptive way is significant
for the agents to assign the optimal channel for each AP/BS. Consequently, trained
agent is able to assign efficient channels depending on the number of users and their

location (small area ID) information.
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Chapter 4

Performance Evaluation

4.1 Simulation model

As a simulation model, we assumed a rectangular area divided into 288 triangle

areas as shown in figure 4.1.
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‘\,.‘\ ...... -f:/ [ 135
@ Less (7) WiFiAP
o LTE/Wi-Fi user a  Wi-Fi user

Figure 4.1: Simulation model

We call this triangle area, the minimum area. We assumed each cover area for LAA

BS and Wi-Fi AP was a hexagonal shape (represented in red, blue and green colors)
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and covered the same 54 minimum areas. The evaluation model had 136 placeable
areas of LAA BSs and Wi-Fi APs. Seven LAA BSs were deployed in the center
(i.e., numbered 26, 29, 32, 93, 101, 104, 107) of the hexagonal shaped coverage area
(without overlapping) as shown by black boxes. Wi-Fi APs were randomly deployed
in other placeable areas. All minimum areas were covered by one or more Wi-Fi APs.
The number of available channels was 4, and channels were initially assigned to Wi-Fi
APs randomly. LTE BSs were assigned by using three channels so that adjacent BSs
did not use the same channel and the assignments of LAA BSs were not changed
during the simulations.

There are two types of users considered as mentioned 3.1, both Wi-Fi users and
LTE/Wi-Fi combined users arriving per minimum area with an arrival rate A, fol-
lowing the Poisson arrival process. They had communications with a mean of 300 |s]
following the exponential distribution and never moved until finishing their commu-
nication. In addition, the arrival ratio of Wi-Fi users and LTE/Wi-Fi combined users

were 1:1.

Table 4.1: Simulation parameters of Wi-Fi and LTE

Packet size bits 12800
MAC header bits 272
PHY header bits 128
ACK bits 112 + PHY header
Wi-Fi Bit Rate Mbps 40
NR-U Bit Rate Mbps 75
Slot Time (LS 9
SIFS S 16
DIF'S s 34

To evaluate the performance of NR-U/Wi-Fi heterogenecous networks in terms of
average throughput, we considered an NR-U operates according to Scenario D in [],
i.e., a licensed carrier is used for uplink transmission as a primary carrier and an unli-
censed carrier (secondary carrier) is used for downlink. The main difference between
the two carriers is that the primary carrier is also responsible for communicating most

signaling and control information, including system acquisition, authentication, mo-
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bility management, access, paging, registration, and control information associated
with the secondary carrier. The secondary carrier in the unlicensed spectrum will
be more opportunistic and only used in a way so that it shares the spectrum fairly
with other systems that are using the spectrum, including Wi-Fi. Furthermore, the
heterogeneous system performance is evaluated according to [26] with the parameter

as shown in table 4.1.

4.2 Network architecture

When building DDQN to assign channels, we tried different settings (i.e., from
minimum to maximum value of hyperparameters) in order to find a good hyperpa-
rameter that performs well. We trained our model according to the DDQN algorithm
as shown in Figure 3.3 and 3.4, with the settings of hyperparameters, as listed in
table 4.2.

Table 4.2: Simulation parameters of DDQN

Parameter min value max value selected value
Reward R A verage throughput from simulator
Number of steps per episode n 107

Number of Episodes 300 4500 2400

Update period Qo 5 50 20

Discount rate vy 0.9 0.999 0.99

Batch size er 32 1024 512

Optimizer Adam/SGD/GD Adam
Learning rate o 0.0001 0.001 0.00025

Loss function Huber/MSE/Hinge Huber

Epsilon decay € 0.9 0.99999 0.9999
Minimum Epsilon €min  0.001 0.1 0.01

Replay buffer size (max) D, 10000 1000000 100000

Replay buffer size (min) D,inn - 500 10000 5000
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From the experiment, we selected the discount v = 0.99 which is applied to the
future rewards. The learning rate was o = 0.00025 and the size of the experience
replay memory was 100000. The memory was sampled to update the network every
20 steps with mini-batches of size 512. The exploration policy used was a greedy
policy with the decreasing linearly from 1 to 0.01 over for each episode.

When performing the experiments, candidate channels are tried to each AP/BS
step by step for each time step. Also, the reward is calculated for each selected action
A in the state S for each time step. During training, the current state information
of our assumed environment is given to the network’s input layer as training data.
Furthermore, the optimal action is selected from the actions according to the Bellman

equation in the output layer which has a maximum () value.

600

550

Average reward

0 500 1000 1500 2000
Number of episodes

Figure 4.2: When number of nodes is high in each layers

Additionally, the experiments were performed to investigate the impact of different
network architectures, optimizers, and loss functions. When we increased the number
of nodes and layers, the performance of the model was decreasing and it was not

generalizing, as shown in figure 4.2.
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In our network architecture, there are two dense layers (varying the number of
nodes from 8 to 288 for a layer and the number of layers from 2 to 5) as a hidden

layer between the input and output layers as represented in table 4.3.

Table 4.3: List of parameters

Total  Trainable Non-trainable
Layer (type) Output Shape

Params  params params
dense (Dense) (None, 60) 6540
dense 1 (Dense) (None, 30) 1830 8494 0
dense 2 (Dense) (None, 4) 124

The general artificial neural network model used in the experiments has three fully
connected layers and there are a total 8494 of trainable parameters, 6540 for the first
hidden layer, 1830 for the second hidden layer and 124 for the output layer. Our
selected network architecture represented in figure 4.3. During training, the current
state information of our assumed environment is given to the network’s input layer

as training data.
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Figure 4.3: Selected network architecture

All these layers are used by activation functions as ReLu. Moreover, we observed

that the number of hidden layers is more than two for the network architecture, it

48



was reducing the performance of the proposed agent. As well as, we tried dropout
technique which also reduced the performance of our proposed method, as shown in
figure 4.4.
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Figure 4.4: Dropout technique

Generally, the dropout technique is used for the regularization of neural network
models. We applied the dropout of 0.3 (average of the trial values) for the input
and hidden layers. For this technique, randomly selected neurons are ignored during
training for better generalization and are less likely to overfit the training data. That
means, their contribution to the activation of downstream neurons is removed tem-
porarily on the forward pass, and any weight updates are not applied to the neuron
on the backward pass. In our case, this technique does not influence positively, so
we guess that the ignored neurons that contain valuable information or inaccurate
tuning of the dropout for the training network.

The output layers are also fully connected layers that output four actions cor-
responding to the predicted channel for each AP/NB according to trained DDQN
agents. Thus, the output of our DDQN for the current state S; is Q(S;) € R™.
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4.3 Simulation results

First of all, we compared the performance of ten models which have the highest
reward in different settings of the hyperparameter and network architechture, from

which one of best performing model is selected, as shown in figure 4.5 and 4.6.
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Figure 4.5: Comparison of the models with high reward

The reward average reward value of the compared models was 674.92. Moreover,
model E have a most highest reward, 692.14. Therefore, before selecting certain

model, we have to evaluate the performance of these models first.

50



= selected_mode| =———bh ——¢ ——d ——e
f g h i i
9.00

S

f

J '\‘f Ity W

d wé i\
6.00 - fr,,é\,; v 3

5.00

4.00

Average rewards

3.00
2.00
1.00

0.00

YEAR ORI HE LA APREEPRISIPRTEEPPCPRDE PSP P PP

Time steps

Figure 4.6: Comparison of the models with high reward

From the result of performance evaluation of compared models, it can be ob-
served that the best model can’t be directly chosen from the highest rewarded model.
Because Model E provides the highest reward, as shown in figure 4.5, but the per-
formance of that model (i.e., reward is 6.51) is worse than our selected model (i.e.,
reward is 6.58). In this figure, the x-axis holds the selected time steps and the y-axis
holds the average reward for each compared model. It can be observed that the best
model can not be directly chosen from the highest-rewarded model, as attached in
appendix B. Where, we can see that model b provides the highest reward but the
performance (i.e., average reward) of that model is worse than our selected model.
Except for model g, other models achieve similar performance with each other. Per-
formance of the obtained DDQN model in terms of average throughput, shown in
figure 4.7, the horizontal axis is the number of episodes and the vertical axis is the
average reward.

When the average reward (system throughput) converges, the agent has learned
the assumed environment and is able to choose the optimal actions (channel assign-
ment) in any state. It can be observed that in about the first 100 episodes of the
learning process the average reward is almost random. This occurs as initially due to
a large amount of exploration, the agent tries many different states of the assumed

environment. Most of these states can not provide the desired outcome. Hence, the
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Figure 4.7: Performance of the obtained DDQN model in terms of average throughput

agent obtains small and random rewards. On the other hand, as the agent learns the
environment and the value of € decreases, the exploitation phase increases. During
the learning process, the agent locates the states that can provide optimal channel
assignment for the heterogeneous network, improving the received reward. It means
that the reward is converged when each user is able to receive the highest throughput
from the available AP or eNBs in the assumed environment. The model reaches the
optimal point at 350-400 episodes, where the agent gets to keep a stable reward. After
a certain number of episodes, we can observe that the learned agent can provide the
desired outcome, and the average reward starts converging. The training was done
over 258726 time steps. It took around 12 hours to train on 15.5 GiB of memory and
Intel ®Xeon(R) CPU E5-1630 v4 @ 3.70GHz x 8 of the processor. Eventually, the
trained agent (broker) is able to assign suitable channels for each AP/eNBs in the

proposed environment.

Then the training stability of our obtained model is compared with the other eight

selected models, as shown in figure 4.8.

These eight models are also trained on the same settings of hyperparameters and
network architecture as the obtained model. When comparing these models, each
training is run for the same number of episodes to collect the average performance for

a fair comparison. In other words, for every model, the average reward is calculated
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Figure 4.8: The average reward of compared models

for the same number of iterations (i.e., 2418 episodes). Note that the first one is our
selected model on the horizontal axis and on the vertical axis is the average reward
of the models.

The comparison of the obtained model’s stability provided similar performance with
the other selected models in terms of average reward (i.e., from 655 to 668). It means
our obtained model can produce consistent predictions (channel assignment) with
respect to little changes in the environment.

We compared the coexistence performance of our proposed DRL based channel
assignment method with the random method (when disabled training section, € = 1)
in the same settings of the simulator as mentioned in sections 4.2. The numeri-
cal results show that our proposed DDQN algorithm improves the average through-
put from 25.5% to 48.7% in different user arrival rates compared to the random
channel assignment approaches. We considered five different user arrival rates, as
A = {0.00025,0.0005,0.00075,0.001,0.00125}. It means the number of users varies
from 21.6 to 108 in the rectangular area for 300 msec of intervals. Therefore, when
increasing the number of users in the environment, the average throughput is decreas-

ing, as shown in figure 4.9.
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Figure 4.9: Comparison of average throughput in different arrival rates

We can also observe that when A is less than 0.0005, the average throughput is

comparatively higher than the random method.
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Figure 4.10: Comparison of the proposed method and the existing methods

In addition, we compared the average throughput of our proposed method and
other existing methods, (dynamic and random) when user arrival rate is 0.00025, as
shown in figure 4.10. The dynamic channel assignment is executed at the same time
interval of 300 sec as the assumed environment. Whereon the fewest used channel

is dynamically assigned to a Wi-Fi AP based on the number of channels assigned
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to APs and BSs whose coverage areas overlap. This method assumes that channels
are assigned so as to avoid interference as much as possible based on the number of
users. The numerical results show that our proposed DDQN algorithm provides the
average throughput from 7.37% to 32.8% in 0.00025 of user arrival rate compared to
the random and dynamic channel assignment methods. From the obtained result, it

can be observed that the proposed method can outperform the other two methods.
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4.4 Validation

The generalization performance of the designed DDQN has been validated for the

online simulator in the same manner as the training part.
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Figure 4.11: Validation results in different user arrival rates
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After the training process, we evaluated the performance of the trained agent
for 107 time steps, to confirm how well it has generalized to assign channels to the
selected time steps for an episode in the proposed environment under the different
user arrival rates, as represented in figure 4.11.

Consequently, we can observe that the designed agent is trained enough to choose
near optimal action with high reward for any inputs in the short term. Furthermore,
we can see that from the validation result, the performance of the DDQN is impacted

in terms of the user arrival rates and their location area index.

Average reward
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o Ny
Time steps
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madels madel7 maodeld —— salected_model

Figure 4.12: Comparison of stability for the obtained models

We also evaluated the stability of the obtained models (when A = 0.0005) which
is compared with the other eight models as mentioned in figure 4.12.

In this figure, the horizontal axis is the number of time steps and the vertical axis is
the average reward for different models. In terms of average reward, our agent obtains
a minimum score of 1.69, a maximum score of 7.83, and the averaged reward of around

6.75. The averaged score of 6.75 is remarkably higher than 4.5 compared with the
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average score of the random method, as shown in Figure 4.5(b). From the comparison
of the models’ stability, we can observe that all of the compared models provided
similar performance with the selected model in terms of average reward. Moreover,
the validation result of the models’ stability, can provide consistent predictions for

each compared model.
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Chapter 5
Conclusion and Future Works

In this work, we proposed to improve the average throughput in densely de-
ployed cellular /Wi-Fi heterogeneous wireless networks by Deep Reinforcement Learn-

ing based channel assignment method.

First of all, we have analyzed the different spectrum sharing techniques and the

coexistence scenarios between cellular and Wi-Fi networks for further investigation.

Then, we have implemented an emulator as an environment (which was used for
training models) for spectrum sharing in densely deployed eNB and APs in wireless

heterogeneous networks based on LBT spectrum sharing mechanism.

Moreover, we have investigated the different algorithms of the Reinforcement
Learning method for the RRAM problems. From these algorithms, we have developed
our own DDQN algorithm for efficient channel allocation problem. After that we have
trained DDQN agent based on the developed environment. Additionally, based on
the developed environment, the training data was generated which also can be used

for training DRL based models by an offline manner.

Regarding the trained model, the numerical results show that our proposed DDQN
algorithm improves the average throughput from 25.5% to 48.7% compared to the ran-
dom channel assignment approaches. Finally, we evaluated the generalization perfor-
mance and the stability of the trained agent, to confirm channel allocation efficiency
in terms of average throughput (average reward) in the proposed environment under

the different user arrival rates.
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From the evaluation results, we can observe that the trained agent can choose

near optimal action with high reward for any inputs in the short term.

Note that, in the performance evaluation, we assumed LTE as a cellular system
since the numerical analysis of LAA throughput is available. But, the proposed
method itself can be easily applied to 5G NR-U.

In the future, we will try to extend this work by modifying our environment for
user mobility. Moreover, we intend to investigate a distributed technique where each
user can learn a policy about channel selection independently. It means implementing
a DQN algorithm for each user (i.e., multi-agent) independently. Then, users are able
to learn their channel selection policies simultaneously and prevent interference based

on the knowledge accumulated from observations and rewards.
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APPENDIXES

Appendix A: Acronyms

3gpp 3rd Generation Partnership Project
5G Fifth-Generation

A3C Asynchronous Advantage Actor Critic
ABS Almost Blank Subframe

ACK Acknowledgment

AT Artificial Intelligence

ATF'S Arbitration Inter-Frame Space
APs Access Points

ARQ Automatic Repeat Request

BS Base Station

CA Carrier Aggregation

CBRS Citizens Broadband Radio Service
CCA C(Clear Channel Assessment

CN Core Network

CNN Conventional Neural Network
COT Channel Occupancy Time

CR Cognitive Radio

1)



CS Carrier Sense

CSAT Carrier Sensing Adaptive Transmission
CSMA /CS Carrier Sensing Multiple Access with Collision Avoidance
CW Contention Window

DC Dual Connectivity

DCA Dynamic Channel Access

DCF Distributed Coordination Function
DDPG Deep Deterministic Policy Gradient
DDQN Double Deep Q Networks

DFS Dynamic Frequency Selection

DIFS DCF Interframe Space

DL Deep Learning

DNN Deep Neural Network

DQN Deep Q Network

DRL Deep Reinforcement Learning

DRS Discovery Reference Signal

DSRC Dedicated Short-Range Communications
ECCA Extended Clear Channel Assessment
ED Energy Detection

EIRP Effective Isotropic Radiated Power
eLAA enhanced LAA

eNBs eNodeBs
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EPC Evolved Packet Core

ETSI European Telecommunications Standards Institute
FBE Frame Based Equipment

FCC Federal Communications Commission
feLAA further enhanced LAA

HARQ Hybrid Automatic Repeat Request
IoT Internet of Things

ISM Industrial Scientific Medical

LAA License Assisted Access

LBA Load Based Equipment

LBT Listen Before Talk

LOS Line Of Sight

LTE Long Term Evolution

LWA LTE Wi-Fi Aggregation

MAC Medium Access Control

MBSFN Multimedia Broadcast Single Frequency Network
MCOT Maximum Channel Occupancy Time
MCA Multi Channel Access

MCTS Monte Carlo Tree Search

MEC Multi-access Edge Computing

MeNB Macro eNodeB

MIMO Multiple Input Multiple Output
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MDP Markov Decision Process

ML Machine Learning

NN Neural Network

NR-U New Radio Unlicensed
OFDMA Orthogonal Frequency Division Multiple Access
PCell Primary Cell

PDCH Physical Broadcast Channel
PHY Physical Layer

PSS Primary Synchronization Signal
QoS Quality of Service

RAN Radio Access Network

RAT Radio Access Technology

RLU Rectifier Linear Units

RL Reinforcement Learning

RRAM Radio Resource Allocation and Management
SCell Secondary Cell

SDL Supplementary Downlink

SBSs Small Base Stations

SSB Synchronization Signal Block
SSS Secondary Synchronization Signal
TCP Transmission Control Protocol

TD Temporal Difference
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TDD Time Division Duplex
TXOP Transmission Opportunity
U-NII Unlicensed National Information Infrastructure

UE User Equipment

WLAN Wireless Local Area Network
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Appendix B: Comparison of model’s reward

Models reward (A=0.0005)
Sﬂ'mdm b c d e r g h I i
s 706.95 71245 704.11 706.04 70559 704.78 704.72 708.63 705.21 705.42
1 168 1.60 1564 1.65 1.57 161 1.66 1.65 1.64 1.63
2 2.02 2.06 201 2.12 2.06 204 2.02 2.08 2.06 2.06
3 2.63 2.66 2.66 2.69 2.66 265 2.66 2.69 2.63 2.69
4 3.24 3.23 3.25 3.21 3.24 326 3.23 3.20 3.21 3.24
5 3.83 3.84 3.81 3.80 3.76 382 3.81 3.77 382 3.76
i 4.37 4,39 441 442 4.42 443 4.38 438 441 4.38
T 4.85 4.82 4.82 4.82 4.85 481 4.83 4.84 4.86 4.80
8 5.00 5.02 5.07 5.00 5.00 5.03 4.85 5.00 5.01 5.04
9 5.25 5.18 5.39 5.26 5.18 522 4.82 5.23 5.22 5.19
10 5.42 5.59 5.39 5.19 5.58 5.24 4.83 5.48 5.60 5.18
11 5.36 5.43 5.76 5.66 5.54 538 4.86 5.34 5.60 5.74
12 5.84 5.60 5.59 5.69 5.69 5.16 4.84 5.94 5.30 5.63
13 5.80 5.67 6.25 5.87 6.22 5.46 4.82 5.57 5.35 5.82
14 6.03 5.87 6.37 5.58 5.85 h77 4.83 5.55 6.49 5.83
Ay 5.80 6.34 6.15 5.85 6.17 6.43 4.83 6.07 5.956 5.93
16 5.80 6.05 6.11 5.88 5.54 632 4.81 6.22 .76 6.18
17 5.77 6.45 6.18 6.63 6.28 6.60 4.86 5.79 6.00 6.31
18 €.13 5.00 6.54 B.66 6.28 503 4.78 6.25 6.78 6.03
19 6.32 6.30 6.35 6.22 6.42 6.65 4.86 6.22 6.57 6.13
20 6.12 6.21 6.19 5.87 6.45 6.31 4.82 6.32 6.31 6.72
21 6.91 6.33 741 5.58 7.30 6.65 4.87 6.48 6.76 6.12
22 6.28 6.50 6.45 5.69 6.42 592 4.81 6.43 6.77 6.46
23 6.53 6.99 6.76 5.83 6.71 6.35 4.85 6.45 6.77 6.52
24 €.85 7.13 7.08 6.67 6.94 6.94 4.83 7.12 6.79 6.33
25 6.85 7.53 6.75 6.73 7.28 7.30 4.81 6.02 6.94 7.20
80 117 6.52 6.90 6.67 7.18 6.81 5.49 7.16 6.41 6.76
a1 .77 6.84 737 6.53 B.72 7132 5.51 6.59 B.70 6.81
a2 1.06 6.84 6.74 7.37 7.02 6.27 5.63 6.53 7.13 6.98
a3 7.04 6.84 6.87 7.322 6.90 670 5.81 6.62 6.47 6.91
84 6.66 6.58 7.36 5.85 7.00 6.94 5.73 6.75 6.64 7.32
85 6.57 7.12 7.20 6.37 7.33 6.78 5.48 6.43 6.38 6.87
86 713 6.50 6.40 7.03 6.41 722 5.73 6.70 6.40 6.86
a7 7.48 6.94 6.24 B.73 7.34 7.23 5.53 6.35 6.79 6.92
a8 €.86 7.18 6.97 7.0L 6.80 6.91 5.80 6.69 6.90 6.40
g9 6.70 6.56 6.30 7.04 7.00 6.78 5.35 6.25 6.74 7.08
a0 6.99 7.29 6.89 5.63 6.73 6.456 5.60 6.98 6.77 6.68
a1 7.00 7.19 734 5.98 6.81 6.50 5.58 6.59 6.58 6.90
g2 7.24 6.86 6.17 8.70 B.61 685 574 6.32 .53 7.07
a3 1.23 7.38 123 7.73 6.86 6.59 6.37 6.58 f.68 6.76
04 6.81 6.91 6.72 5.77 6.93 6.75 5.76 711 6.73 6.79
a5 1.07 6.99 6.89 5.82 7.25 6.62 5.74 6.10 6.83 7.14
26 6.92 6.80 G.60 7.14 6.75 G6.80 5.70 G.G3 7.02 G6.94
a7 6.95 6.85 6.86 6.81 7.22 6.54 5.47 6.39 6.86 6.88
%8 6.65 7.54 B.77T r.11 7.13 6.79 5.55 6.98 B.57 6.62
99 7.04 6.73 1.25 7.42 7.08 6.83 5.71 7.16 6.70 6.81
100 6.81 6.82 7.30 5.43 6.72 6.55 6.08 6.43 6.59 7.22
101 6.97 7.02 7.06 6.77 7.09 6.97 5.92 7.11 6.86 6.86
102 7.15 7.45 6.81 5.96 7.03 6.59 5.61 7.16 6.92 6.91
102 1.27 B.70 6.85 7.04 6.97 6.75 5.60 6.35 7.50 6.20
104 7.50 6.87 7.01 6.84 6.43 6.31 5.91 7.10 6.77 6.97
105 7.09 6.60 7.15 7.13 6.92 6.63 5.89 5.75 7.25 6.80
106 €.96 6.78 6.75 6.96 7.22 6.66 5.23 7.33 6.76 6.30
107 6.43 7.16 6.80 6.67 6.80 6.58 5.21 7.06 0.84 7.03
Avg 6.58 6.51 6.52 5.48 6.55 6.46 4.97 6.35 6.46 6.45
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Appendix C: Input data for Wi-Fi

Users | AP ID | Max Capacity | User Throughput | Assigned channels User’s Location ID | AP’s Loc ID
0 11 40 9.00 3 66 47
1 92 40 5.20 3 256 84
2 63 40 6.75 3 123 15
3 86 40 13.50 1 185 85
4 54 40 13.50 1 261 123
5 63 40 13.50 3 107 15
6 63 40 13.50 3 35 15
7 16 40 6.50 1 227 111
8 63 40 13.50 3 17 15
9 19 40 13.00 2 44 20
10 79 40 6.50 3 147 28
11 72 40 9.00 0 259 110
12 38 40 13.50 3 17 52
13 86 40 13.50 1 187 85
14 19 40 13.00 2 44 20
15 54 40 13.50 1 242 123
16 19 40 13.00 2 64 20
17 97 40 9.00 0 179 12
18 63 40 13.50 3 106 15
19 86 40 6.75 1 259 85
20 19 40 6.50 2 5 20
21 70 40 8.67 1 39 62
22 54 40 13.50 1 243 123
23 86 40 13.50 1 187 85
24 64 40 9.00 2 2 49
25 92 40 5.20 3 221 84
26 19 40 5.20 2 25 20
27 86 40 6.75 1 167 85
28 72 40 9.00 0 259 110
29 56 40 4.33 0 166 87
30 64 40 9.00 2 56 49
31 86 40 13.50 1 167 85
32 58 40 13.50 1 39 94
33 34 40 9.00 3 219 126
34 72 40 9.00 0 260 110
35 49 40 13.50 0 144 24
36 70 40 13.00 1 0 62
37 62 40 13.50 0 67 88
38 74 40 9.00 3 212 1
39 86 40 13.50 1 148 85
40 66 40 13.50 0 156 79
41 63 40 13.50 3 107 15
42 53 40 13.50 1 150 120
43 75 40 9.00 1 172 134
44 90 40 13.50 0 123 50
45 66 40 13.50 0 45 79
46 72 40 9.00 0 259 110
47 51 40 9.00 0 150 22
48 66 40 13.50 0 32 79
184 34 40 9.00 3 183 126
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Appendix D: Input data for LTE

Users | BS’s ID | Max Capacity | User Throughput | Assigned channels | User’s Location ID | BS’s Loc ID
0 10006 75 7.83 0 226 107
1 10002 75 8.25 2 105 32
2 10001 75 13.25 1 63 29
3 10000 75 8.25 0 74 26
4 10000 75 8.25 0 2 26
5 10002 75 8.25 2 140 32
6 10005 5 9 2 188 104
7 10004 75 9.4 1 212 101
8 10000 75 11 0 91 26
9 10001 75 7.83 1 63 29
10 10000 75 33 0 58 26
11 10002 75 6.6 2 107 32
12 10001 5 6.71 1 63 29
13 10001 75 7.83 1 63 29
14 10001 75 11.75 1 116 29
15 10003 75 7.83 1 109 93
16 10000 75 11 0 130 26
17 10000 75 6.6 0 127 26
18 10003 75 6.71 1 183 93
19 10006 75 5.22 0 279 107
20 10000 75 8.25 0 21 26
21 10000 75 8.25 0 3 26
22 10004 75 9.4 1 230 101
23 10006 75 6.71 0 226 107
24 10001 75 9.4 1 64 29
25 10000 75 11 0 54 26
26 10005 75 9 2 205 104
27 10000 75 16.5 0 110 26
28 10000 75 33 0 92 26
29 10003 75 9.4 1 128 93
30 10006 75 7.83 0 227 107
31 10004 5 7.83 1 212 101
32 10006 75 11.75 0 226 107
33 10002 75 6.6 2 140 32
34 10001 75 11.75 1 96 29
35 10004 75 9.4 1 159 101
36 10004 75 11.75 1 268 101
37 10004 75 11.75 1 160 101
38 10006 75 15.67 0 264 107
39 10006 75 23.5 0 265 107
40 10003 75 7.83 1 234 93
41 10000 75 8.25 0 91 26
42 10004 75 11.75 1 179 101
43 10003 75 9.4 1 162 93
44 10002 5 5.5 2 84 32
45 10004 75 15.67 1 196 101
46 10003 75 11.75 1 234 93
47 10000 75 8.25 0 128 26
48 10002 75 6.6 2 122 32

464 10000 75 33 0 5 26
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