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1  Introduction
The quantity of road media has rapidly expanded with the quick growth of the transpor-
tation information sector, and the severity of the traffic safety situation has worsened. 
Vehicle Ad Hoc Networks (VANETs), as the infrastructure of Intelligent Transportation 
Systems (ITS), can provide multimedia communication between vehicles, thus play-
ing an important role in accident warning, traffic safety, and passenger entertainment. 
Different sensor-equipped vehicles can exchange braking, network, and obstacle avoid-
ance data. Sharing videos of traffic accident scenes might also facilitate rescue efforts 
and reduce traffic congestion. In the actual road environment, the dynamic changes 
in topology structure due to fast driving and the serious interference from terrain and 
objects on the communication performance of wireless signals between vehicle nodes 
have made high-quality real-time video transmission a difficult problem [1]. The primary 
goal of this effort is to create a video codec that enables real-time video transmission via 
VANETs for applications related to traffic safety.
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In connected vehicle applications, due to the rapid movement of the vehicle or 
the movement of the photographed object, and the rapid change of the image in 
the encoding, the generated video image data packets will suddenly increase, and a 
burst of large capacity needs to be transmitted in the wireless network with limited 
bandwidth. Video data can cause network congestion and packet loss. Bandwidth 
restrictions and high loss rates, opportunity, connectedness, and mobility are the 
major issues that VANETs must contend with [2]. Bandwidth restriction is a hurdle 
for real-time video transmission over VANETs because video data in applications for 
road safety is resource-intensive [3, 4]. Additionally, streaming video over VANETs 
remains extremely difficult because of the low battery life of vehicle nodes. Essen-
tially, low-complexity video encoders can speed up real-time video transmission and 
make low-latency video streaming possible. Therefore, it is crucial to develop efficient 
video encoders to convey real-time video with bandwidth constraints. Video encoders 
with high coding efficiency and low coding complexity are the core requirements of 
VANETs [5].

The goal of video coding technology is to maintain the quality of subjective percep-
tion while reducing the cost of video transmission. H.266/versatile video coding (VVC), 
the most recent video compression standard released by the Joint Video Expert Group 
(JVET) [6], has excellent coding performance. Under the same subjective visual percep-
tion quality, the performance of VVC can save about 50% bitrate on average compared 
with H.265/High Efficiency Video Coding (HEVC). VVC considers more video formats 
and content, aiming to provide more powerful compression performance and more 
flexible functions for existing and emerging video applications. Various techniques to 
improve coding performance have been proposed, including QTMT structure partition, 
intra-block copy (IBC), cross-component linear model (CCLM), geometric partitioning 
mode (GPM), etc. [7, 39, 40]. The introduction of new technology also brings high com-
plexity. On average, the comprehensive complexity of VVC is 10 times higher than that 
of HEVC, as determined by the reference program VTM [8], which makes it difficult for 
VVC to be put into practical application. Reduced computational complexity in the cod-
ing process is, therefore, necessary while pursuing excellent compression performance.

Numerous improvements have been made recently to coding effectiveness. Even 
though several VVC optimization algorithms have produced positive advances in the 
past, the difficulty of quick CU division and chroma intra-prediction remains relatively 
high. This paper combines a fast CU partition scheme and an optimization algorithm for 
the candidate mode list of chroma intra-prediction to greatly reduce coding complexity. 
It has not been extensively researched from the point of view of hardware implementa-
tion how real-time coding complexity can be reduced by utilizing the available process-
ing power on VANETs nodes. The main contributions of our work are as follows:

•	 We propose a low-complexity and hardware-friendly H.266/VVC encoder. The 
encoder can significantly reduce the coding complexity, thus meeting the low-
latency requirement for video transmission in power-limited VANETs nodes. 
Compared with the anchored VTM-12.0, the encoding time is reduced by 53.29% 
with negligible encoding efficiency loss, and the proposed encoder is suitable for 
real-time video applications.
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•	 A fast CU partitioning scheme is proposed. The texture feature of the block is deter-
mined by calculating the texture complexity and gray-level co-occurrence matrix 
(GLCM) of the coding unit, to determine the division type of the block in advance. 
Specifically, in addition to the traditionally used early termination method that 
directly skips all further partitions of the CU, we also use the GLCM to calculate 
texture features, thereby determining QT partitions, and terminating asymmetric 
rectangular partitions. Finally, combined with the complexity and direction of each 
block, the final partition is selected from the remaining 4 MT partitions.

•	 Based on CU texture properties, we provide a quick chroma prediction mode list 
improvement approach. Combined with the phenomenon that different intra-pre-
diction modes show different prediction quality for video content, the mode that 
does not meet the conditions is skipped through different CU texture complexity to 
reduce the calculation of many RD costs.

The remainder of this essay is structured as follows. A short outline of the relevant work 
is given in Sect. 2. Background information is covered in Sect. 3. In Sect. 4, the fast CU 
splitting scheme and the chroma prediction candidate mode list optimization algorithm 
are presented. The experimental findings are given in Sect. 5. The paper is finally con-
cluded in Sect. 6.

2 � Related work
2.1 � Low‑complexity VVC encoder algorithm

The research on the optimization of the coding unit partition process has been widely 
carried out. Shen et al. [9] used CU texture characteristics to encode information from 
adjacent CUs and then skipped several CU sizes using texture uniformity and spatial cor-
relation. The computational complexity of the partitioning operation is clearly reduced. 
By omitting pointless partition modes and intra-prediction processes, Yang et  al. [10] 
created a low-complexity CU partition pipeline that is modeled as a multi-binary cat-
egorization procedure based on data analysis. By analyzing the edge types existing in 
each CU and its four sub-CUs, for each depth level, the CU will be determined as a par-
titioned CU, non-partitioned CU, or undefined CU, so as to determine the final CU par-
tition mode [11]. Recently, learning-based CU partition theory has received more and 
more attention. Fu et  al. [12] used the segmentation type and intra-prediction mode 
of the sub-CU as the input characteristics and skipped different segmentation modes 
in advance. In [13], Xu et  al. terminated the CU partition process early by utilizing a 
specialized network structure and a hierarchical CU partition map, greatly reducing 
the computational complexity while achieving high prediction accuracy. In [14], a fast 
QTBT partitioning decision is introduced, and the computational complexity of coding 
unit partitioning is reduced using the CNN-based coding structure. Despite not requir-
ing manually created features, CNN-based approaches require more computational 
work from the encoder due to complicated network computing and are unable to effec-
tively utilize the significant spatial correlations of the video.
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As an important part of intra-prediction, chroma intra-prediction has attracted more 
academic research on the optimization of chroma intra-prediction due to the CCLM tech-
nology proposed by VVC. In [15], two CCLM variants are proposed, which derive the lin-
ear model by using only left or upper adjacent samples. Zhang et al. [16] used a piecewise 
linear regression model to represent the linear correlation more accurately between chan-
nels. It is suggested to use an adaptive template selection strategy [17], so that the predic-
tion of the Cr component can be combined with the Y component or a combination of Cr 
components. To further boost the prediction’s precision, Zhang et al. [18] proposed a multi-
hypothesis algorithm that combines the benefits of corner intra-prediction and CCLM 
intra-prediction.

Different from previous methods, to reduce the coding complexity of the H.266/VVC 
encoder, this paper suggests a quick algorithm for CU division scheme and chroma intra-
prediction optimization decision. In summary, the creation of video encoders that permit 
actual video streaming over VANETs is the main topic of this study. To better accom-
modate video transmission on VANETs, we created a hardware-friendly, low-complexity 
encoder. Additionally, the suggested encoder can obtain a greater trade-off between coding 
efficiency and computation cost than earlier efforts.

2.2 � Video streaming in vehicular networks

Real-time video transmission through VANETs for information exchange will substantially 
improve the accuracy of information communication and driving safety. The most difficult 
components of video transmission via VANETs are low latency [19]. Recently, various ideas 
to address this issue have been put up. Reference [20] reduces video quality degradation 
caused by transmission impairments by combining techniques of intra-refresh video coding 
mode, frame segmentation, and quality of service (MAC) levels at media access control. The 
findings demonstrate that combining the suggested strategies greatly increases the video 
transmission’s robustness for connected vehicle applications. To improve the user expe-
rience’s quality and their perception of scalable video via VANET during network trans-
mission, a cooperative vehicle to vehicle communication technique is suggested [21]. To 
increase the subjective quality of video, it is advised to use the selective added redundancy 
solution algorithm. The redundancy of video streams on VANET has also been researched 
concurrently [22]. Furthermore, a vehicle incentive and punishment method for video 
transmission on VANET was also proposed in Reference [23], which uses real domain and 
relative speed to optimize video transmission. Reference [24] proposed a delay, link quality, 
and link lifetime-aware routing protocol for video streaming to optimize video delay. To 
improve and optimize video communication, Marzouk et  al. [25] proposed an advanced 
simulation toolset that integrates the EvalVid framework into NS-2 and adds a moving 
file generated from real-life maps using SUMO, which will make the toolset Confidence 
in measuring delivered video quality. With improvements, this toolkit enables academics 
studying networks to assess video streams using suggested network designs or protocols 
and to assess the video quality of their developed video encoding techniques using more 
plausible networks. Even though the issue of video streaming over VANETs has been stud-
ied in the past, the performance of video codecs that permit real-time video transmission is 
inadequate.
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3 � Technical background
VVC continues to use the traditional coding framework composed of six processes. 
Reduced spatial and temporal redundancy is achieved using intra- and inter-prediction 
modules. To cut down on visual repetition, transform and quantization modules are 
employed. Loop filtering is used to improve video quality and reduce deblocking and 
ringing. It should be noted that the improvement of VVC for the intra-prediction pro-
cess introduces a lot of computational complexity, including the QTMT partition to 
adapt to different video contents and the chroma intra-prediction process, and so on. 
The recursive structure of coding blocks leads to a lot of redundant computations. The 
introduction of the chroma prediction candidate mode list greatly improves the effi-
ciency of chrominance prediction, but there is still room for optimization in the com-
putational complexity caused by the comparison and calculation of multiple prediction 
modes.

3.1 � CU partitioning in VVC

The final CU size in VVC is established using a QTMT partition structure as opposed to 
the QT partition in HEVC. Quadtrees are first separated into the code tree unit (CTU). 
The multi-type tree (MTT) structure can then be used to further separate the four-leaf 
nodes. Four symmetrical partition modes are just a few of the five possible partition con-
figurations of the QT node shown in Fig.  1. The BT structure splits the CU into two 
rectangular blocks with symmetrical areas, in contrast to the QT structure that divides 
the CU into four square sub-CUs, and TT structure divides CU according to the princi-
ple of asymmetry. The block needs to be forcibly divided until all of the sample points of 
the CU are inside the image boundary when the CU on the image boundary exceeds the 
bottom or right edge of the image. The processing of various video content is particularly 
friendly to this division structure. However, the complexity of the coding is necessarily 
increased by going through every potential partition combination in CTU one at a time.

The QTMT structure contains several predetermined restrictions to prevent overlap-
ping partitions. For instance, the smallest QT partition is 16× 16 and the largest MT 
partition is 32× 32 . The QT partition will not be allowed to acquire leaf nodes if MT 
splits the CU. It is not permitted to partition between sub-blocks using BT if the cur-
rent CU uses TT partitioning. Additionally, treeing is not allowed when the length or 
height of the luminance encoding block is greater than 64 to adapt the pipeline design of 
64 × 64 brightness blocks and 32× 32 chroma blocks.

Fig. 1  Five different types available in the QTMT partitioning mechanism
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Because the CTU can be any size, the block partition structure has the advantage 
that the codec can be easily optimized for various contents, applications, and devices. 
The recursive nature of coding blocks, however, results in a great deal of unneces-
sary processing. Although mobile vehicle video codecs for VANET must be more 
dependable and energy efficient, it is crucial to keep video encoder complexity low. 
The H.266/VVC encoder’s redundancy computation needs to be significantly scaled 
back to handle real-time video transmission via VANET.

3.2 � Chroma intra‑prediction

The goal of chroma prediction technology is to enhance coding performance by uti-
lizing component correlation. The luminance component has finished encoding to 
acquire the luminance reconstruction value before the CU chroma component is 
anticipated, and the obtained luminance data can be utilized in the chroma prediction 
process. Through luminance down sampling, CCLM is compatible with the spatial 
resolution of the chromaticity component. The chromaticity prediction value is then 
computed using the luminance reconstruction value and the linear model param-
eters derived from the original sample data. The CU texture features will obstruct 
the chroma prediction procedure. On the one hand, CCLM cannot effectively depict 
the association between complex components because of the uneven distribution of 
luminance and chrominance components. On the other hand, the processing likeli-
hood for CU with complex texture is very low for other angle prediction modes in the 
list of chroma prediction candidate modes. Therefore, the issue of high computational 
redundancy in chroma prediction must be resolved.

Table  1 displays the chroma prediction modes’ categories and method of deriva-
tion. 81, 82, and 83 are three cross-component linear prediction modes, while the 
remaining numbers are related angle prediction modes. The numbers in Table 1 cor-
respond to different intra-prediction modes. One chrominance block corresponds to 
numerous luminance blocks because the luminance and chrominance components 
have independent block division structures. As a result, the intra-prediction mode 
covering the matching luminance blocks at the same place is directly inherited for the 
chroma prediction DM mode.

Table 1  Types and derivation of prediction models

Chroma prediction 
mode

Luma intra-prediction mode

0 50 18 1 X ( 0 ≤ X ≤ 66

)

0 66 0 0 0 0

1 50 66 50 50 50

2 18 18 66 18 18

3 1 1 1 66 1

4 0 50 18 1 X

5 81 81 81 81 81

6 82 82 82 82 82

7 83 83 83 83 83
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4 � The proposed VVC encoder for vehicular networks
VVC introduces numerous new strategies that increase coding effectiveness but also sig-
nificantly increase computing complexity, especially the CU partition and the chroma 
intra-prediction process. The CU partitioning involves a rate distortion optimiza-
tion process for many blocks, resulting in a large amount of computational complex-
ity. The process of selecting the optimal prediction mode for chroma intra-prediction 
lacks the analysis of the prediction mode and the texture features of the block, so there 
is a lot of computational redundancy. This part is problem-oriented, combined with the 
complexity and direction of the block, and creates a series of quick algorithms based 
on the QTMT and chroma prediction process. Section 4.1 is the fast CU division mod-
ule, which combines the texture complexity of the block and the GLCM to determine 
the final block division type. Section 4.2 is the optimization of chroma intra-prediction 
mode selection, which determines the final chroma prediction mode selection by ana-
lyzing the characteristics between the block’s texture complexity and the prediction 
mode. Section 4.3 presents the hardware architecture of the encoder, and the reduction 
in computational complexity significantly reduces the energy consumption of the hard-
ware design.

4.1 � Fast CU partitioning decision

The experiment was conducted using the pertinent reference program VTM-12.0 and 
the official documents produced by JVET [7]. Since the size of the CU differs due to 
the proportionate division structure of VTM, utilizing QTMT for blocks with various 
attributes can significantly increase coding efficiency. On the one hand, there are sizes 
of 64x64 partitions distributed, which is significantly fewer than the number of other 
modes [26, 27]. However, considering the direct decision for the partition of 64 × 64, a 
significant reduction in coding quality may result. Therefore, 32 × 32 blocks are the fun-
damental building blocks of the following algorithm, considering the efficiency of coding 
and computing complexity.

We combined the texture complexity of blocks with GLCM to create a feasible fast CU 
partitioning technique. Initially, RDO-based methods were used to partition blocks until 
each block was 32 × 32. The proposed algorithm consists of three steps, namely, Step A, 
Step B, and Step C:

Step A is based on early termination determined by texture, which first determines 
whether the texture complexity of the block is simple or complex, and the next step is to 
decide whether to segment it. By ending the further splitting of the CU, all five partition 
modes are bypassed, which saves a lot of time.

Step B is achieved by choosing QT based on GLCM. If the texture of the block is com-
plex, then the next step is B. We calculate the GLCM of the block to determine the tex-
ture direction of the block. If the texture direction of the block is neither horizontal nor 
vertical, we select the QT partition. If that is the case, the remaining four partitions will 
not be used. This operation prematurely terminates all MT partitions.

Step C is achieved by choosing one partition from four candidates based on texture 
direction and complexity, which selects the final partition from one of the four MT 
structures based on the block’s texture complexity level and texture direction. The 
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three steps are interrelated and progressive, as shown in Fig. 2. The following content 
provides a detailed description of the three steps.

4.1.1 � Early termination determined by texture

CU partitions are highly correlated with texture and motion complexity in video 
frames. A CU that is relatively complicated is likely to be divided into smaller CUs for 
more precise prediction, according to the appropriate CU partitioning in VVC. Like-
wise, for less complex CUs, mode decisions at small depths are not required. When 
CUs are smooth and simple, they tend to split into larger CUs. Alternatively, sections 
with intricate textures might be split up into smaller CU sizes. The opening frame of 
the traffic sequence is depicted in Fig. 2. It can be seen that whereas the characteris-
tics of blocks C and D are quite rich, those of blocks A and B are smooth (Fig. 3).

First, we need to measure the texture of the block to determine the complexity of 
the CU. MAD (mean absolute deviation) can be used as a typical representation of 
texture complexity measurement due to its processing characteristics. MAD is calcu-
lated as follows:

Fig. 2  Flowchart of fast CU partitioning algorithm
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where P(i,  j) is the luma value of the pixel at (i,  j) and width and height are the corre-
sponding width and height of the CU. The mean is the average of all sampled pixels.

To reduce the computational complexity, this paper uses the method of interval sam-
pling to simplify the MAD calculation. This sampling technique can precisely quantify 
the texture complexity and cut the computation time in half. The formula used to calcu-
late texture complexity (TC) is as follows:

where P(i, j)is the luma value of the pixel at (i, j) and width and height are the width and 
height of the CU, respectively.

CU is split into basic texture and complicated texture depending on the value of TC. 
When TC is lower than the set threshold t1 , the current CU is categorized as simple 
texture. When TC exceeds t1 , CU is classified as having complex texture. Rate distortion 
(RD), which is the equilibrium between the number of bits needed to encode an image 
block and the distortion these bits induce, is usually used to search for the best cod-
ing settings. When intra-prediction rate distortion optimization is carried out, RD cost 
is a good indicator of performance. The following is the RD cost function calculation 
formula:

where D is the distortion, R is the number of bits needed to send the signaling parameter 
information and residual coefficient, and � is the Lagrange multiplier factor to the intra-
prediction stage.

(1)MAD =
1

height × width

height

j=1

width

i=1

| P(i, j)-mean |,

(2)

TC =
2

height×width





height
�

j=2n−1

width
�

i=2n−1

| P(i, j)− mean |

+

height
�

j=2n

width
�

i=2n

| P(i, j)− mean |



,

(3)J = D + �× R,

Fig. 3  The first frame of traffic sequence
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We statistically observed the CU brightness samples in the test video sequence and cal-
culated the TC of each CU to judge the texture complexity. The RD cost of a CU that has 
been divided into blocks is denoted as J − partition , and the RD cost of a CU that has not 
been divided into blocks is denoted as J − no partition . In the sequence for data statistics, 
the TC values of the CU are divided into two groups according to the pre-division and post-
division. The texture complexity of CU is judged according to the probability density of TC, 
as shown in Fig. 4. The figure shows that when TC is in the small range fluctuation area of 
20, the probability density changes of the first group and the second group are most obvi-
ous. Therefore, we set t1 to 20. When the size of CU meets 32 × 32, if the TC value is less 
than 20, the texture of the current block is judged as simple, and the segmentation opera-
tion is skipped directly. On the contrary, we consider the texture of the current block to 
be complex and perform additional segmentation operations, as shown in steps B and C 
below.

4.1.2 � Choosing QT based on GLCM

Through the above method, we can easily distinguish whether the texture of the block is 
simple or complex. In this part, we further analyze the texture direction information of the 
coding unit by calculating the GLCM [28, 38]. GLCM can display useful information about 
image gray levels regarding direction, interval, and dynamic area, making it a common tool 
for measuring texture characteristics [29]. The GLCM method accurately describes the tex-
ture features of the encoding unit based on its own characteristics. Therefore, we consider 
using GLCM to analyze the direction information of coding units.

First, when the size of the coding unit meets the above premise, calculate the current 
GLCM, and calculate the COR parameters along the horizontal direction (CORH) and ver-
tical direction (CORV) as

(4)COR =

∑

a,b[P(a, b)]µxµy

σxσy
,

Fig. 4  Probability density of TC
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where P(a, b) stands for the GLCM of the current CU and other a and b combinations 
indicate the GLCM of various nearby angles and intervals. The mean is represented by 
µx and µy , while the standard deviation is shown by σx and σy.

The texture orientation of the existing CU is established by computing the difference 
�D from CORH and CORV and comparing it with the threshold t2 , which is done as

According to the results of comparing the difference �D of CORH and CORV with the 
threshold value t2 , three cases are classified. If �D > t2 , the texture direction of the cur-
rent CU is determined to be horizontal; if �D < −t2 , the texture direction of the current 
CU is determined to be vertical; if t2 ≥ �D ≥ −t2 , the texture of the current CU may 
appear symmetrical or intricate irregular texture. QT partitioning is suitable for texture 
symmetry or complex and irregular texture. Therefore, when t2 ≥ �D ≥ −t2 this occurs, 
the CU is directly divided by QT, and no MT partition is processed. If step A signifies 
the ending of every partition structure, then step B can be viewed as the termination of 
every MT partition structure, in which rectangular partitions can be directly ignored.

We considered BDBR and time savings when choosing the t2 threshold. A line graph 
of BDBR and time savings as a function t2 is shown in Fig.  5a. The probability of CU 
being split by QT cannot be too high, which will cause the predictor not to enter step 
C, so t2 cannot be set too high. To ensure good performance, choose a value where the 
BDBR and Time saving are considered comprehensively. Based on observations on train-
ing results, we set the t2 threshold to 0.12.

4.1.3 � Choosing one partition from four candidates based on texture direction and complexity

For improved prediction performance, sub-blocks are used to separate areas with differ-
ent textures, as these sub-blocks exhibit distinct texture differences within the initially 
divided blocks. If the 32× 32 CU does not meet the conditions outlined in step A and 
step B, we comprehensively consider both the texture complexity and texture direction 

(5)�D =COR H-CORV,

(6)direction =







hor, if�D > t2,
ver, if�D < −t2,
uncertain, otherwise.

Fig. 5  Results of two thresholds’ training regarding time savings and BDBR. a Threshold t2 . b Threshold t3
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of the block to determine the final division. This decision involves selecting one of the 
four MT divisions (BH, BV, TH, TV) as the final partition. These four division modes are 
accurately categorized based on both texture complexity and texture direction.

According to Eq. 6, the texture direction is divided into horizontal texture and vertical 
texture by the relationship between the threshold t2 and �D . If �D > t2 , the texture of 
the block is horizontal, and the division mode of the block excludes BV and TV divi-
sion. If �D < −t2the texture of the block is vertical, then the partition mode of the block 
excludes BH and TH partitions. Next, we further grade the texture complexity of the 
block based on determining whether the texture complexity of the block is simple or 
complex in step A. If the texture complexity of the block is complex, the threshold value 
t3 is further used to classify the texture complexity of the block into relatively complex 
and very complex. If t1 ≤ TC ≤ t3 , the texture complexity of the block is relatively com-
plex. If TC > t3 , the texture complexity of the block is very complex. By dividing the 
texture of the block into relatively complex and very complex, the final selection can be 
made in the remaining two partition modes (BV and TV, BH and TH) to determine the 
final partition.

If the two-level division of texture complexity is directly determined by the RD cost 
according to the selection method in step A, there will be a certain error. Therefore, we 
comprehensively consider the two index factors of BDBR and time saving to determine 
the threshold t3 . A line graph of BD rate and time savings as a function of t3 is shown in 
Fig. 5b. It can be seen in the figure that BD rate fluctuates with the change of t3 , while 
the change of time saving is not drastic. Therefore, we choose t3 to correspond to BDBR, 
which is 50. The final selection is shown:

It is important to note that the three steps involved in block partitioning correspond to 
three thresholds: t1 , t2 , and t3 . The selection of t1 determines whether the encoding unit 
is considered complex and is based on the probability density of the tested sequence. t2 is 
the threshold that determines the direction of the encoding unit, and the optimal value 
is selected based on factors such as BD rate and time savings. Similarly, t3 determines the 
final partitioning method by considering the complexity and direction of the encoding 
unit and is also chosen as the optimal value based on factors like BD rate and time sav-
ings. When selecting experimental sequences, we adhere to the principle of robustness 
and reliability, taking into account the dynamic, static, texture, and color information of 
the video content to ensure a certain degree of reliability in threshold selection.

4.2 � Selection of the best chroma intra‑prediction mode

For chroma mode coding, there are eight intra-modes, including five traditional 
intra-modes and three CCLM modes. Intra-prediction modes exhibit different effi-
ciencies based on various CU texture characteristics [30, 31]. This section proposes 
an improved algorithm for selecting the chroma intra-prediction mode. By analyzing 
the texture complexity of the coding unit and considering the characteristics of the 

(7)











BV, if�D < −t2 ∧ t1 � TC � t3,
TV, if�D < −t2 ∧ TC > t3,
BH, if�D > t2 ∧ t1 � TC � t3,
TH, if�D > t2 ∧ TC > t3.
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intra-prediction mode, it is determined whether the chroma component prediction 
candidate mode should be skipped to save encoding time.

In addition to CCLM processing region characteristics, the smooth region typi-
cally has excellent linear correlation between components. On the other hand, it is 
ineffective to forecast regions with complex textures using simple linear regression. 
This demonstrates that when dealing with simple texture CU, the original three sim-
ple linear models (CCLM, CCLM A, and CCLM L) perform better. We can see that 
the intra-prediction modes have higher prediction effectiveness for simple textures 
from the overview of the association between texture attributes and intra-prediction 
modes in [32]. Prediction redundancy can be decreased by the interaction between 
CU texture features and prediction mode. In conclusion, for simple textures, five 
angle predictions modes are more effective. The derive mode (DM) differs from the 
preceding seven prediction modes, directly duplicates the prediction mode of the 
relevant luminance block among the eight-chrominance frame prediction candidate 
modes, as indicated in Table  1. Along with the DM mode, the method may effec-
tively take advantage of the linkages between the remaining seven modes and the 
CU texture, and by bypassing processing, it can streamline the chroma intra-pre-
diction process. The texture complexity judgment method is as described in step A, 
TC is obtained by Eq. 2, and finally, the complexity of the block is divided into com-
plicated and simple according to the threshold t1 . If TC > 20 , the texture complexity 
of the CU is complex. If TC < 20 , the texture complexity of the block is simple. The 
algorithm is described as follows: 

1.	 Obtain the current CU’s texture complexity value TC.
2.	 When the CU texture is found to be complex, three cross-component prediction 

modes and five angle prediction modes in the candidate mode list are skipped, and 
DM is immediately selected as the best mode for chromaticity prediction.

3.	 Otherwise, the CU texture is determined to be simple, and the original prediction 
process is performed.

The flowchart of the algorithm is shown in Fig. 6.
The chrominance intra-prediction candidate mode and CU texture complexity are 

strongly related to the prediction mode described above. Except for the DM mode, 
out of the eight possible prediction modes, the other seven are more efficient for 
processing CUs with simple textures. Therefore, the RD cost calculation of the can-
didate modes is often carried out if the current CU is categorized as having a basic 
texture. The inefficient modes of the candidate mode list will be skipped if the cur-
rent CU is not classified as having a complex texture; instead, DM will be chosen as 
the best mode for chrominance prediction.

In essence, the basic chroma intra-prediction algorithm is supplemented by a 
decision step. The TC value of the current CU is established after considering the 
chroma intra-prediction candidate mode. If the first prediction process proceeds as 
planned, move on to the following chroma intra-prediction and use the final DM 
mode right away.
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4.3 � Encoder hardware architecture

The H.266/VVC core design is depicted in Fig. 7, along with the partition mode and pre-
diction mode decisions. By using this architecture, computational complexity is reduced 
through fast CU partitioning and chroma intra-prediction optimization. Reducing 
encoder complexity is essential because video codecs for moving vehicle video codecs in 
VANETs must be more reliable and energy efficient. Additionally, the suggested H.266/
VVC encoder, which is hardware-friendly and has low complexity, can significantly 
increase the dependability of VANETs video codecs. The energy consumption of the 
hardware design can be greatly decreased due to the high rate of complexity reduction.

Fig. 6  Flowchart of the chroma intra-prediction optimization algorithm

Fig. 7  Mode decision process of CU partition and chroma prediction
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5 � Experimental results
To assess the efficacy of the suggested H.266/VVC encoder for VANETs’ low com-
plexity and hardware friendliness, we implemented the proposed algorithm using 
the VVC test model version 12.0 (VTM-12.0) to demonstrate experimental results. 
The proposed algorithm is primarily designed to reduce the complexity of intra-pre-
diction. Given this focus, using an all-intra-configuration is sufficient to validate the 
performance of our algorithm. It is noted that P and B configurations are typically 
associated with inter-frame prediction techniques, and these configurations are not 
directly applicable to our algorithm’s scenario. There are 22 standard test sequences, 
which are divided into 6 types of resolution sequences. According to the JVET Com-
mon Test Conditions (CTC) configuration [33], the encoding parameters were set at 
QP = 22, 27, 32, and 37, respectively. According to Reference [34], Bjontegarrd Delta 
Bit Rate (BDBR) and Bjontegarrd Delta PSNR (BDPSNR) were used to assess cod-
ing efficiency. Time saving (TS) is a measure of computational complexity reduction. 
The BDBR of all sequences is averaged to indicate the overall encoding quality. Fast 
techniques typically enhance BDBR. The encoding quality decreases with increasing 
BDBR value. The complexity reduction of the encoder is assessed using the average 
TS for all test sequences. Larger TS values indicate more time savings, and fast algo-
rithms are efficient enough to reduce computational complexity. The shortened time 
is represented by the negative value of TS in the table, and the larger the value, the 
better the effect. The lost PSNR is represented by the negative BDPSNR in the table, 
and the larger the absolute number, the worse the effect. Equation 8 displays the TS 
calculation formula:

where TimeVTM12.0

(

QPi
)

 and Timepro
(

QPi
)

 represent the encoding time using VTM-
12.0 and the proposed algorithm under different QPs (Fig. 8).

The scenarios in this work have been specifically choose. The creation of a video 
codec that permits real-time video transmission via VANETs for applications relating 
to traffic safety is the main objective of this effort. Different spatiotemporal character-
istics and frame rates are present in the CTC test sequences. Additionally, “Daylight-
Road2” and “BQTerrace” (both depicted in Fig. 9) are examined in this work together 
with other video sequences of traffic scenarios.

(8)TS =
1

4
×

4
∑

i=1

TimeVTM12.0

(

QPi
)

− Time pro

(

QPi
)

Time VTM12.0

(

QPi
) ,

Fig. 8  Traffic scenario. a The sequence of “DaylightRoad2.” b The sequence of “BQTerrace”
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Table 2 presents the single assessment results of the two strategies, Fast CU Partition 
(FCP) and Chroma Prediction Optimization (CPO), and the comprehensive evaluation 
results of the combination of the two strategies. FCP can achieve about 44.71% aver-
age encoding time savings and BDBR improves by about 0.84%. It can also be observed 
that the overall sequence obtains a consistent gain, with a minimum of 34.47% for “BQS-
quare” and a maximum of 53.21% for “BQTerrace.” For high-resolution sequences, such 
as “BQTerrace” and “Kimono,” the encoding time reduction using FCP is particularly 
high. As far as the CPO strategy is concerned, the average encoding time is reduced by 
12.63% with a maximum of 16.54% in “PartyScene” and a minimum of 9.07% in “Race-
Horses.” Furthermore, the average BDPSNR decreased by 0.029 dB, while the average 
0.31% increase in BDBR was not significant. It is discovered that using the suggested 
FCP and CPO algorithms together reduces coding execution time by an average of 
53.29%, with a maximum value (Kimono) of 59.47% and a minimum value of 42.65% 
(RaceHorses). “Kimono” saves more time than other test videos because of fewer mov-
ing pictures and higher texture quality. The average BDBR of “BQSquare” increased by 
1.26% and the minimum value was 0.67%, and the average BDPSNR of “KristenAnd-
Sara” decreased by 0.093 dB and the minimum value was 0.061dB. Therefore, according 
to the characteristics of the test video, the computational complexity of the encoding 
procedure can be greatly reduced by the suggested approach. In addition, the proposed 
method can achieve a good balance between computational complexity and coding 
efficiency.

The data from the prior fast algorithm [26] on QTMT and intra-partitioning based 
on depth feature fusion and probability estimate FCP algorithm [35] are compiled in 
Table 3. It should be noted that the VTM-12.0 configuration file disables ISP, MIP, and 
LFNST, which can have an impact on the encoding procedure. We employed the meas-
urement indicated in [36, 37], which is used to compare TS/BDBR, to intuitively assess 
the performance of various approaches. We simply compare the available data with 
our data because, according to CTC, the test findings provided in [35] are incomplete. 
According to the comparison findings, the average BDBR and time savings for the FQDD 
method are 1.63% and 49.27%, respectively. The average BDBR and time savings for the 
DFFPE method are 1.40% and 55.59%, respectively. The proposed method introduces a 
fast-encoding unit partitioning scheme based on CU (Coding Unit) texture features. The 
primary objective is to determine the final type of CU partitioning through the calcu-
lation of CU texture complexity and grayscale co-occurrence matrix. The experimen-
tal results reveal that our FCP approach achieves an average encoding time savings of 
approximately 44.71%, while the BDBR sees only a modest improvement of about 0.84%. 
Moreover, in the context of autonomous driving in vehicular networks, video transmis-
sion latency consists of two primary components: video compression latency and video 
communication latency. Our proposed method yields significant savings, approximately 
45%, in video encoding time, which directly contributes to reducing the latency intro-
duced by video compression. However, it is important to note that the discussion in this 
paper is limited to the compression aspect of latency.

The effectiveness of each stage of our FCP algorithm is displayed in Table 4. We 
combine Steps A and B while evaluating TS because Step A’s data must be extracted, 
stored, and integrated with Step B. The time required by this process will roughly 
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equal the time saved by step A; hence, step A alone did not significantly change per-
formance. We can observe from the table that steps A and B contribute 34.23% to 
TS, while BDBR increases by 0.06% and 0.57%, respectively. Step C saves a further 
10.48% encoding time at the cost of a 0.21% increase in BDBR. It should be noted 
that while each average value in this table was created by averaging the data from 
each sequence, the results may not equal the average value for each class.

The rate distortion (RD) curve can be used to indicate the objective evaluation 
of video quality. Get the PSNR/bitrate data to match the RD curve at QP = 22, 27, 
32, and 37 in accordance with the specifications of the general test set CTC. In this 
study, bit rate and PSNR are used to evaluate the objective video quality. Therefore, 
the bit rate increases higher as the prediction accuracy of the existing fast method 
decreases. Figure 9 displays the RD performance comparison between the proposed 
approach and VTM-12.0 in the test video. We test and compare the video sequences 
“DaylightRoad2” and “BQTerrace” of the traffic scene, and the corresponding RD 
curves are shown in Fig. 9a, b. In comparison with VTM-12.0, it is seen that the sug-
gested strategy can deliver consistent RD performance.

Table 4  Performance of steps A, B, and C in the fast CU partition algorithm

Class BDBR(%) TS(%)

Step A Step B Step C Step A &B Step C

A1 0.14 0.44 0.25 − 30.97 − 12.63

A2 0.12 0.51 0.12 − 33.73 − 12.48

B 0.08 0.61 0.28 − 35.41 − 11.19

C 0.07 0.54 0.38 − 35.85 − 10.57

D 0.04 0.33 0.19 − 32.27 − 6.49

E 0.14 0.45 0.34 − 28.65 − 18.18

Average 0.06 0.57 0.21 − 34.23 − 10.48

Fig. 9  The RD curve of the proposed method. a RD of “DaylightRoad2,” b RD of “BQTerrace”
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6 � Conclusions
This paper introduces the CU partitioning algorithm of VVC, and a chroma intra-pre-
diction optimization approach is proposed to achieve a low-complexity and hardware-
friendly H.266/VVC encoder for VANETs. Based on the CU texture complexity and 
texture direction, CU division can skip unnecessary processes to reduce coding com-
plexity. In addition, the chroma intra-prediction candidate mode list is optimized by 
combining the relationship between CU texture complexity and prediction modes, 
thereby further reducing computational complexity. Experimental results show that the 
method can decrease the average coding complexity of H.266/VVC encoders by up to 
53.29% for VANETs, while the scheme has a reasonable loss of coding efficiency.
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